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COMPUTER SECURITY: ARE WE PREPARED
FOR CYBERWAR?

THURSDAY, MARCH 9, 2000

HOUSE OF REPRESENTATIVES,
SUBCOMMITTEE ON GOVERNMENT MANAGEMENT,
INFORMATION, AND TECHNOLOGY,
COMMITTEE ON GOVERNMENT REFORM,
Washington, DC.

The subcommittee met, pursuant to notice, at 10 a.m., in room
2247, Rayburn House Office Building, Steve Horn (chairman of the
subcommittee) presiding.

Present: Representatives Biggert, Walden, and Turner.

Staff present: J. Russell George, staff director and chief clerk;
Matt Ryan, senior policy administrator; Bonnie Heald, director of
communications; Bryan Sisk, clerk; Ryan McKee, staff assistant;
Trey Henderson, minority professional staff member; and Jean
Gosa, minority staff assistant.

Mr. HORN. The hearing of the House Subcommittee on Govern-
ment Management, Information, and Technology will come to
order. Earlier this year, the Nation successfully met its first tech-
nological challenge of the new millennium, Y2K. Although the time,
labor, and $100 billion cost for this effort, private and public, we
learned much from this experience. Those lessons will be especially
important now as we turn to the second technological challenge of
the new year, computer security.

We are here today to learn. In April 1996, this subcommittee
held a similar information hearing on the year 2000 computer
problem. Our questions will be many of the same questions we
asked in that hearing 4 years ago. We want to know the dimension
and scope of these cyber attacks. We want to know what efforts are
being undertaken toward solving the problem, and we want to
%{DOW what the Federal Government is doing to address this prob-
em.

Since the early 1990’s, the worldwide use of computers and com-
puter networks has skyrocketed. The Internet has revolutionized
the way governments, nations, and individuals communicate, and
the way to conduct business. The Internet and electronic mail are
now available 24 hours a day to anyone with a desktop computer,
a modem, and a telephone line. Yet, without rigorous efforts to pro-
tect the sensitive information contained in these computer systems,
many of the Nation’s essential services, telecommunications, power
distribution, national defense, and so on down the line are vulner-
able to cyber attacks.
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Over the last few weeks, several of the Nation’s most viable
Internet websites have fallen prey to “denial-of-service computer
attacks.” Although these attacks disrupt essential business serv-
ices, they only scratch the surface of cyber attacks that may be tak-
ing place in other highly integrated computer networks.

Our first panel of witnesses today will discuss the vulnerability
of the Nation’s vital computer systems and the Government’s ef-
forts to protect them. Our second panel, from the private sector,
will demonstrate how easy it is to invade or hack a computer sys-
tem, and what organizations can do to protect these systems. We
welcome each of you and we look forward to your testimony.

If you will stand and raise your right hands, we will swear you
in.

[Witnesses sworn. ]

Mr. HOrN. The clerk will note that all four witnesses affirmed
the oath. We will start with Mr. Tritak, Director of Critical Infra-
structure Assurance Office, Department of Commerce. Mr. Tritak.
I might say, the way we work here, once I announce you, your full
statement is automatically put in the record.

The staff has read it and when we have had a chance, we read
it. We then want you, if you could, to summarize it in 5 minutes.
Do not read it, whatever you do, but give us from your heart what
this problem is. That is what we are interested. When you are all
done, we will then have questions, 5 minutes on each side when
those Members come here. We will try to get a rounding out of
what the testimony is.

So, Mr. Tritak, you are first.

[The prepared statement of Hon. Stephen Horn follows:]
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"A quorum/_];cingpresent, the hearing of the House Subcommittee on Government
Management, Information, and Technology will come to order.

"Barlier this year, the nation successfully met its first technological challenge of the new
millennium -- Y2K. Although the time, labor and $100 million cost of this effort was enormous,
both public and private sectors learned much from the experience.

"Y2K underscored the need for a disciplined management approach to problem solving.
Teamwork and determination in both the public- and private-sectors helped meet the Y2K
challenge. That type of commitment will be equaily important as we tumn to the second
technological challenge of the New Year -- computer security.

"We are here today to learn. In April 1996, this subcommittee held a similar

informational hearing on the Year 2000 computer problem. Our questions will be many of the
same questions we asked in that hearing nearly four years ago. We want to know the dimension
and scope of these cyber attacks; we want to know what efforts are being undertaken toward
solving the problem; and we want to know what the federal government is doing to address this

problem.

"Since the early 1990s, the worldwide use of computers and computer networks has
skyrocketed. The Internet has revolutionized the way governments, nations, and individuals

communicate and conduct business. Financial transactions and electronic mail are now available
24 hours a day to anyone with a desktop computer, a modem and a telephone line. Internet web
sites, computer bulletin boards, and e-mail provide a "virtual world" of unlimited information.
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"Yet, without rigorous efforts to protect the sensitive information contained in these Web
sites and computer systems, many of the nation's essential services, such as telecommunications,
power distribution, and national defense, are vulnerable to cyber attacks.

"Over the last few weeks, several of the nation’s most visible Internet web sites have
fallen prey to “denial of service” computer attacks. Although these attacks disrupt essential
business services, they only scratch the surface of the cyber attacks that may be taking place in
other, highly integrated computer networks.

"Qur first panel of witnesses today will discuss the vulnerability of the nation's vital
computer systems, and the Government's efforts to protect them. Our second panel is from the
private sector and will demonstrate how easy it is to invade, or "hack,” a computer system and
what organizations can do to protect these systems.

"We welcome each of you, and look forward to your testimony.”
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STATEMENT OF JOHN TRITAK, DIRECTOR, CRITICAL INFRA-
STRUCTURE ASSURANCE OFFICE, DEPARTMENT OF COM-
MERCE; JOHN GILLIGAN, CHIEF INFORMATION OFFICER,
DEPARTMENT OF ENERGY, AND CO-CHAIR, SECURITY, PRI-
VACY, AND CRITICAL INFRASTRUCTURE COMMITTEE, CIO
COUNCIL; KAREN BROWN, DEPUTY DIRECTOR, NATIONAL
INSTITUTE OF STANDARDS AND TECHNOLOGY, DEPART-
MENT OF COMMERCE; AND RICH PETHIA, DIRECTOR, COM-
PUTER EMERGENCY RESPONSE TEAM COORDINATION CEN-
TERS, SOFTWARE ENGINEERING INSTITUTE, CARNEGIE
MELLON UNIVERSITY

Mr. TRITAK. Thank you very much, Mr. Chairman.

I am grateful for this opportunity to appear before you today to
begin a dialog with you and your committee on the issues relating
to critical infrastructure assurance and computer security. In the
way of talking about infrastructure, one of them I want to mention
is that my slides just showed up. If you do not mind, I would like
to just put them up before you.

Mr. HORN. Sure. Keep talking. They can put them up.

Mr. TRITAK. In any event, Mr. Chairman, Americans have long
depended on delivery of essential services over the Nation’s critical
infrastructures. The need to assure the delivery of these services
against significant disruptions has been a concern of infrastruc-
tures, owners, and operators for as long as there have been electric
power plants, telecommunications systems, airlines, railroads,
banking, and financial services. In other words, critical infrastruc-
ture assurance itself is not new.

What is new is the increasing reliance on information technology
and computer networks to operate those infrastructures. This grow-
ing reliance introduces new complexities, interdependencies, and
potentially vulnerabilities. The threat that individuals, groups, and
nation states are seeking to identify and exploit these
vulnerabilities is real and growing.

[Chart shown.]

Mr. TRITAK. In recognition of this, President Clinton issued
PDD-63 establishing the protection of the Nation’s infrastructures
as a national security priority. As you can see from the chart, Mr.
Chairman, PDD-63 sets forth an ambitious goal. It calls for a na-
tional capability by 2003 to protect our critical infrastructure from
intentional attacks that could significantly diminish the Federal
Government’s ability to perform essential national security mis-
sions and to ensure general public health and safety, State and
local government’s ability to maintain order, and to deliver mini-
mal essential services to the public.

Three, the private sector’s ability to ensure the orderly function-
ing of the economy and the delivery of essential telecommuni-
cations, energy, financial, and transportation services. The impor-
tant conclusion of PDD—-63 is that critical infrastructure assurance
is a shared responsibility. With 90 percent of the Nation’s infra-
structures being privately owned and operated, the Federal Gov-
ernment alone cannot guarantee its protection.

In response to the issuance of PDD-63, the Federal Government
had to organize itself in order to meet the challenges posed by this
unique national security challenge. A national coordinator for secu-
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rity, infrastructure protection, and counter-terrorism was created
to oversee national policy development and implementation, as well
as to advise the President and national security advisor on the
same.

My Office of Critical Infrastructure Assurance Office was created
to coordinate policy development for the national plan, to assist
agencies in analyzing their critical infrastructure dependencies,
and to coordinate national education and awareness efforts. The
National Infrastructure Protection Center was created at the FBI
to serve as a threat assessment center, focusing on threat warn-
ings, vulnerabilities, and law enforcement.

For each infrastructure sector that could be a target for infra-
structure cyber or physical attacks, a single government depart-
ment or agency was established as a lead agency for working di-
rectly with representatives from private industry.

[Chart shown.]

Mr. TrRITAK. Earlier this year, President Clinton issued the first
version of the national plan. Displayed before you is the cover. It
says a lot about what the plan is and is not. First, the plan focuses
on the cyber dimensions for securing critical infrastructures and
underscore the new challenges posed by the information age. That
is not to say that physical infrastructure protection is no longer im-
portant. It is.

Future versions of the plan will reflect that importance. In fact,
the plan is designated 1.0 and subtitled, An Invitation to a Dia-
logue For a Good Reason. It is very much a work in progress. It
concentrates on the Federal Government’s efforts in infrastructure
protection. The plan acknowledges that this is not enough. We
must work closely with industry and include them in the national
planning process.

We must also deal with the fact that there is an international
dimension to national information assurance, as well as a domestic
one. Of course, we must work closely with you in the Congress to
ensure that your concerns, ideas, and interests are reflected in sub-
sequent versions of the plan.

[Chart shown.]

Mr. TRITAK. To meet the goal of PDD-63, the national plan es-
tablishes 10 programs for achieving three broad objectives. First,
steps must be taken to identify the key elements and systems that
constitute our critical infrastructures. Their vulnerability to attack
must be assessed and plans must be developed to address those
vulnerabilities.

In so preparing, we hope to prevent attacks from reaching their
target in the first place. Next, should such attacks occur, we must
develop a means to identify, assess, and warn about them in a
timely manner. The attacks must then be contained. Disrupted
services must be restored and affected systems must be reconsti-
tuted.

Finally, we must lay a strong foundation upon which to create
and support the Nation’s commitment to achieving the first two ob-
jectives. These include coordinated research and development,
training, and employing information security experts, raising
awareness, and, where appropriate, identify potential legal or legis-
lative reforms.



[Chart shown.]

Mr. TRITAK. The President requested $2 billion for critical infra-
structure protection in his fiscal year 2001 budget request. This
represents a 15 percent increase over fiscal year 2000 funding. Of
this, 85 percent supports protection of agency infrastructures; 72
percent goes to supporting critical infrastructure efforts within the
national security agencies.

Our President proposes a number of key initiatives in his budget
request. I will just highlight a few. The Federal Cyber Service Ini-
tiative seeks to redress the shortage of information security exper-
tise in the Federal Government. This shortfall reflects the scarcity
of college-level programs in information security. It also reflects the
inability of the Government to compete for highly skilled workers
in this area.

Our goal is to recruit, train, and retain a cadre of IT specialists
for Federal service. The Federal Intrusion Detection Network will
serve as a centralized burglar alarm system for critical computer
systems within civilian government agencies. Intrusion Detection
Systems will be installed and operated by the civilian agencies.
Alarm data indicating anomalous computer activity will be sent
through the agency, by the agency to the GSA for further analysis.

Only if there is evidence of criminal behavior will data be sent
to the NIPC and law enforcement. FIDNet will not monitor any
private network traffic. It will comply with all existing privacy
laws. The Partnership for Critical Infrastructure Security attempts
to build on the efforts already underway between government and
industry.

It seeks to bring the individual sectors together to encourage a
cross-sectoral dialog as a common concern, such as the growing
interdependencies among the infrastructure owners and operators.
The Partnership also provides a form for infrastructure owners and
operators to engage other interested stakeholders, including the
audit community, insurance community, Wall Street, and the in-
vestment community, and of course mainstream businesses who
are the ultimate consumers of infrastructure services.

Now, the partnership is dedicated to the belief that once industry
recognizes a business case for action, economic self-interest in the
market can go a long way toward addressing the challenges of in-
frastructure assurance. That is not to say that self-interest in the
market alone can solve these problems, because they cannot.
Where they cannot, and what national security interests of their
country requires, the Federal Government must step in to address
any gaps and vulnerabilities that may exist.

Last month, over 200 representatives of more than 120 compa-
nies began to organize their participation in this Partnership. I
think the Partnership represents a good step in not only addressing
issues of common concern, but also for industry to take a lead in
addressing the problems that confront us today. When you have
good partnership between industry and government, we are better
able to identify and define our respective roles so that where there
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are gaps, where the market cannot address a problem of concern
to the Nation, we can fill that gap.

Given the limited time, Mr. Chairman, I am going to conclude
my remarks here and I look forward to your questions.

[The prepared statement of Mr. Tritak follows:]
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Mr. Chairman, it is an honor to appear before you today to talk about the National Plan for
Information Systems Protection, Version 1.0, and the role being performed by the Critical
Infrastructure Assurance Office (CIAO) of which I am Director. I am grateful for the opportunity to
discuss the Administration’s efforts to achieve President Clinton’s goal of establishing by 2003 a
full operational capability to defend the critical infrastructures of the United States against
deliberate attacks aimed at significantly disrupting the delivery of services vital to our nation’s
defense, economic security, and the health and safety of its people. This goal cannot be reached
without the strong support and active participation of the Congress.

1. Introduction

The Information Age has fundamentally altered the nature and extent of our dependency on these
critical, nation-wide infrastroctures. Increasingly, our Government, economy, and society are being
connected into an ever expanding and interdependent digital nervous system of computers and
information systerss. With this interdependence comes new vulnerabilities. One person with a
computer, a modem, and a telephone line anywhere in the world can potentially break into sensitive
Government files, shut down an airport's air traffic control system, or disrupt 911 services for an
entire community.

The threats posed to our critical infrastructures by hackers, terrorists, criminal organizations and
foreign Governments are real and growing. The need to assure delivery of critical services over our
infrastructures is not only a concern for the national security and federal law enforcement
communities; it is also a growing concern for the business community, since the security of
information infrastructure is a vital element of E-commerce. Drawing on the full breadth of
expertise of the federal government and the private sector is therefore essential fo addressing this
matter effectively.

The President signed Presidential Decision Directive 63 in May1998, detailing the
Administration’s policy on critical infrastructure protection. In the 22 months since, we have made
significant progress in protecting our critical infrastructures. The National Plan for Information
Systems Protection (the Plan) was released last month to serve as a blueprint for establishing a
critical infrastructure protection (CIP) capability. The plan represents the first attempt by any
national Government to design a way to protect those infrastructures essential to the delivery of
electric power, oil and gas, communications, transportation services, banking and financial services,
and vital human services. Increasingly, these infrastructures are being operated and controlled
through the use of computers and computer networks. :

The current version of the Plan focuses mainly on the domestic efforts being undertaken by the
Federal Government to protect the Nation’s critical cyber-based infrastructures. Later versions will
focus on the efforts of the infrastmicture owners and operators, as well as the risk management and
broader business community. Subsequent versions will also reflect to a greater degree the interests
and concerns expressed by Congress and the general public based on their feedback. That is why
the Plan is designated Version 1.0 and subtitled An Invitation to a Dialogue -- to indicate that it is
still a work in progress and that a broader range of perspectives must be taken into account if the
Plan is truly to be “pational” in scope and treatment.
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The Critical Infrastructure Assurance Office (CIAO) was created by PDD-63 to integrate the
various sector plans into the National Plan, coordinate analyses of the U.S. Government’s own
dependencies on critical infrastructures, assist in the development of national education and
awareness programs, and coordinate legislative and public affairs. To the extent Federal efforts to
protect its own critical infrastructures require strengthening the security of related computer
systems, the CIAO works closely with members of the Chief Information Officers Council and
other responsible officials who are responsible for the actual development and implementation of
appropriate Federal computer security programs.

President Clinton has increased funding on critical infrastructure substantially during the past three
years, including a 15% increase in the FY2001 budget proposal to $2.0 billion. He has also
developed and requested funding on new initiatives to defend the nation’s computer systems from
cyber attack.

II. The Plan: Overview and Highlights

President Clinton directed the development of this Plan to chart the way toward the attainment of a
national capability to defend our critical infrastructures by the end of 2003. To meet this ambitious
goal, the Plan establishes 10 programs for achieving three broad objectives. They are:

Objective 1: Prepare and Prevent: Undertake those steps necessary to minimize the
possibility of a significant and successful attack on our critical information networks, and build an
infrastructure that remains effective in the face of such attacks.

Program 1 calls for the Government and the private sector to identify significant assets,
interdependencies, and vulnerabilities of critical information networks from attack, and to
develop and implement realistic programs to remedy the vulnerabilities, while continuously
updating assessment and remediation efforts.

Objective 2: Detect and Respond: Develop the means required to identify and assess
attacks in a timely way, contain such attacks, recover quickly from them, and reconstitute those
systems affected.

Program 2 will install multi-layered protection on sensitive computer systems, including
advanced firewalls, intrusion detection monitors, anomalous behavior identifiers, enterprise-
wide management systems, and malicious code scanners. To protect critical Federal
systems, computer security operations centers will receive warnings from these detection
devices, as well as Computer Emergency Response Teams (CERTs) and other means, in
order to analyze the attacks, and assist sites in defeating attacks.

Program 3 will develop robust intelligence and law enforcement capabilities to protect
critical information systems, consistent with the law. It will assist, transform, and strengthen
U.S. law enforcement and intelligence Agencies to be able to deal with a new kind of threat
and a new kind of criminal - one that acts against computer networks.



12

Program 4 calls for a more effective pationwide system to share attack warnings and
information in a timely manner. This includes improving information sharing within the
Federal Government and encouraging private industry, as well as state and local
governments, to create Information Sharing and Analysis Centers (ISACs), which would
share information among corporations and state and local Governments, and could receive
warning information from the Federal Government. Program 4 additionally calls for
removal of existing legal barriers to information sharing.

Program 5 will create capabilities for response, reconstitution, and recovery to limit an
attack while it is underway and to build into corporate and Agency continuity and recovery
plans the ability to deal with information attacks. The goal for Government and the
recommendation for industry is that every critical information system have a recovery plan
in place that includes provisions for rapidly employing additional defensive measures (e.g.,
more stringent firewall instructions), cutting off or shutting down parts of the network under
certain predetermined circumstances (through enterprise-wide management systems),
shifting minimal essential operations to “clean” systems, and to quickly reconstitute affected

systems.

Objective 3: Build Strong Foundations: Take all actions necessary to create and support
the Nation’s commitment to Prepare and Prevent and to Detect and Respond to attacks on our
critical information networks.

Program 6 will systematically establish research requirements and priorities needed to
implement the Plan, ensure funding, and create a system to ensure that our information
security technology stays abreast with changes in the threat environment.

Program 7 will survey the numbers of people and the skills required for information security
specialists within the Federal Government and the private sector, and takes action to train
current Federal IT workers and recruit and educate additional personnel to meet shortfalls.

Program § will explain publicly the need to act now, before a catastrophic event, to improve
our ability to defend against deliberate cyber-based attacks.

Program 9 will develop the legislative framework necessary to support initiatives proposed
in other programs. This action requires intense cooperation within the Federal Government,
including Congress, and between the Government and private industry.

Program 10 builds mechanisms to highlight and address privacy issues in the development
of each and every program. Infrastructure assurance goals must be accomplished in a
manner that maintains, and even strengthens, American’s privacy and civil liberties. The
Plan outlines nine specific solutions, which include consulting with various communities;
focusing on and highlighting the impact of programs on personal information; committing
to fair information practices and other solutions developed by various working groups in
multiple industries; and working closely with Congress to ensure that each program meets
standards established in existing Congressional protections.
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II.  The Program: Goals and Descriptions

I would like to highlight a few of the programs in the remainder of my testimony. In these
programs, the Administration seeks to accomplish two broad aims of the Plan - the establishment
of the U.S. Government as a model of infrastructure protection, and the development of a public-
private partnership to defend our national infrastructures.

A.' The Federal Government as a Model of Information Security

We often say that more than 90% of our critical infrastructures are neither owned nor operated by
the Federal Government. Partnerships with the private sector and state and local governments are
therefore not just needed, but are the fundamental aspect of critical infrastructure protection. Yet,
the President rightly challenged the Federal Government in PDD-63 to serve as a model for critical
infrastructure protection — to put our own house in order first. Given the complexity of this issue,
we need to take advantage of the breadth of expertise within the Federal Government to ensure that
we enlist those Agencies with special capabilities and relationships with private industry to the
fullest measure in pursuit of our common goal.

The President has developed and provided full or pilot fonding for the following key initiatives
designed to protect the Federal Government's computer systems:

Federal Computer Security Requirements and Governnent Infrastructure Dependencies. One
component of this effort supports aggressive, Government-wide implementation of federal
computer security requirements and analysis of vulperabilities. Thus, in support of the release of the
National Plan, the President announced his intent to create a permanent Expert Review Team
(ERT) at the Department of Commerce’s National Institute of Standards and Technology (NIST).
The ERT will be responsible for helping Agencies identify vulnerabilities, plan secure systems, and
implement Critical Infrastructure Protection Plans. Pursuant to existing Congressional authorities
and administrative requirements, the Director of the team would consult with the Office of
Management and Budget and the National Security Council on the team’s plan to protect and
enhance computer security for Federal Agencies. The President’s Budget for FY2001 proposes $5
million for the ERT,

Under PDD-63, the President directed the CIAO to coordinate analyses of the U.S. Government’s
own dependencies on critical infrastructures. Many of the critical infrastructures that support our
nation’s defense and security are shared by a number of Agencies. Even within Government,
critical infrastructure outages may cascade and unduly impair delivery of multiple critical services.
The CIAQ is coordinating an interagency effort to develop a more sophisticated identification of
critical nodes and systems, and to understand their impact on national security, national econormic
security, and public health and safety Government-wide. These efforts support the work of the ERT
in identifying critical nodes of the Government’s information infrastructures that require
vulnerability analyses, and provide valuable input to Agencies for planning secure computer
systems and implementing computer security plans. This research, when complete, will permit the
Federal Government to identify and redress its most significant critical infrastructure vulnerabilities
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first, and provide the necessary framework for well informed critical infrastructure protection policy
making and budget decisions. '

Federal Intrusion Detection Network (FIDNet). PDD-63 marshals Federal Government
resources to improve interagency cooperation in detecting and responding to significant computer
intrusions into civilian Government critical infrastructure nodes. The program — much like a
centralized burglar alarm system ~ would operate within long-standing, well-established legal
requirements and Government policies covering privacy and civil liberties. FIDNet is intended to
protect information on critical, civilian Government computer systems, including that provided by
private citizens. It will not monitor or be wired into private sector computers. All aspects of the
FIDNet will be fully consistent with all laws protecting the civil liberties and privacy rights of
Americans.

To sapport this effort, the Administration proposes funding in the President’s FY2001 Budget ($10
million) to create a centralized intrusion detection and response capability at the General Services
Administration (GSA). This capability will function in consort with GSA’s Federal Computer
Incident Response Capability, and assist Federal Agencies to:

» detect and analyze computer attacks and unauthorized intrusions;
» share attack warnings and related information across Agencies; and
« respond to attacks in accordance with existing procedures and mechanisms.

FIDNet is intended to promote confidence in users of Federal civilian computer systems. It is
important to recognize that FIDNet has a graduated system for response and reporting attack.
Intrusion information would be collected and analyzed by home-Agency experts. Only data on
system anomalies would be forwarded to GSA for further analysis. Thus, intrusion detection would
not become a pass-through for information to the Federal Bureau of Investigation or other law
enforcement entities. Law enforcement would receive information about computer attacks and
intrusions only under long-standing legal rules — no new authorities are implied or envisioned by
the FIDNet program.,

One additional benefit of Government-wide intrusion detection is to improve computer intrusion
reporting and the sharing of incident information consistent with existing government computer

security policy. Varjous authorities require Agencies to report criminal intrusions to appropriate
law enforcement personnel, which include the National Infrastructure Protection Center.

FIDNet will support law enforcement’s responsibilities where cyber-attacks are of a criminal nature
or threaten national security.

In short, FIDNet will:
* berun by the GSA, not the FBIL;
s monitor only Federal Government networks, not monitor any private network traffic;
e operate within current legal authorities, and confer no new authorities on any
Government Agency;
¢ be fully consistent with privacy law and practice, and
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« provide a coordinated analysis process for early identification of malicious intrusion
attempts against Federal networks.

Federal Cyber Services (FCS). One of the nation’s strategic shortcomings in protecting our
critical infrastructures is a shortage of skilled information technology (IT) personnel. Within IT, the
shortage of information systems security personnel is acute. The Federal Government’s shortfall of
skilled information systems security personnel amounts to a crisis. This shortfall reflects a scarcity
of university graduate and undergraduate information security programs and the inability of the
Government to provide the salary and benefit packages necessary to compete with the private sector
for the limited number of these highly skilled workers. In attacking this problem through the
Federal Cyber Services initiative described below, we are leveraging the initial efforts made by the
Defense Department, the National Security Agency, and some other Federal Agencies. The
President’s Budget for FY2001 proposes $25 million for this effort.

The Federal Cyber Services training and education initiative, highlighted by the President at the
Plan’s release, introduces five programs to help solve the Federal IT security personnel problem.
The programs inchude all facets of information assurance education and training in order fo address
the immediate need for more skilled professionals, create a pipeline for recruitment of new
professionals, and promote a national commitment to information assurance.

« astudy by the Office of Personnel Management to identify and develop competencies for
Federal information technology (IT) security positions, and the associated training and
certification requirements.

e the development of Centers of IT Excellence to establish competencies and certify current
Federal IT workers, and maintain their information security skill levels throughout their
careers. :

* The creation of a Scholarship for Service (SFS)-program to recruit and educate the next
generation of Federal IT managers by awarding scholarships for the study of information
security, in return for a comumitment to work for a specified time for the Federal
Government. This program will also support the development of information security
faculty.

e The development of a high school outreach and awareness program that will provide a
curriculum for computer security awareness classes and encourage careers in IT fields.

e The development and implementation of a Federal Information Security awareness
curriculum aimed at ensuring computer security literacy throughout the entire Federal
workforce.

Research and Development. A key component to our ability to protect our critical
infrastructures now and in the future is a robust research and development plan, As part of the
structure established by PDD-63, the interagency Critical Infrastructure Coordination Group
(CICG) created a process to identify technology requirements in support of the Plan. Chaired by the
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Office of Science and Technology Policy (OSTP), the Research and Development Sub-Group works
with Agencies and the private sector to:

e gain agreement on requirements and priorities for information security research and
development;

¢ coordinate among Federal Departments and Agencies to ensure the requirements are met
within departmental research budgets and to prevent waste or duplication among
departmental efforts;

e communicate with private sector and academic researchers to prevent Federally funded
R&D from duplicating prior, ongoing, or planned programs in the private sector or
academia; and

o identify areas where market forces are not creating sufficient or adequate research efforts in
information security technology.

That process, begun in 1998, has helped focus efforts on coordinated cross-government critical
infrastructure protection research. Among the priorities identified by the process are:

e technology to support large-scale networks of intrusion detection monitors;

o artificial intelligence and other methods to identify malicious code (trap doors) in operating
system code;

* methodologies to contain, stop, or eject intruders, and to mitigate damage or restore
information-processing services in the event of an attack or disaster;

e technologies to increase network reliability, system survivability, and the robustness of
critical infrastructure components and systems, as well as the critical infrastructures
themselves; and

o technologies to model infrastructure responses to attacks or failures; identify
interdependencies and their implications; and locate key vulnerable nodes, components, or
systems.

The President’s Budget for FY2001 proposes $606 million across all Agencies for critical
infrastructure related R&D investment.

The need exists, however, to coordinate R&D efforts not just across the Federal Government, but
between the public and private sectors as well. A fundamentally important initiative that has the
ability to pull disparate pieces of the national R&D community into closer relationships is the
Institute for Information Infrastructure Protection (I3P). This organization is created to identify and
fund research and technology development to protect America's cyberspace from attack or other
failures. Iwill discuss the PP in detail when I address Public-Private Partnership issues.
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Public Key Infrastructure. Protecting critical infrastructures in the Federal Government
and private sectors requires development of an interoperable public key infrastructure (PKI). A PKI
enables data integrity, user identification and authentication, user non-repudiation, and data
confidentiality through public key cryptography by distributing digital certificates (essentially
electronic credentials) containing public keys, in a secure, scalable, and reliable manner. The
potential of PKI has inspired numerous projects and pilots throughout the Federal Government and
private sectors. The Federal Government has actively promoted the development of PKI technology
and has developed a strategy to integrate these efforts into a fully functional Federal PKI. The
President’s Budget for FY2001 proposes $7 million to ensure development of an interoperable
Federal PKI

To achieve the goal of an integrated Federal PK], and protect our critical infrastructures, the Federal
Government is working with industry to implement the following program of activities:

o Connect Agency-wide PKls into a Federal PKI: DoD, NASA, and other Government
Agencies are actively implementing Agency-wide PKIs to protect their internal critical
infrastructures. While a positive step, these isolated PKls do not protect infrastructures that
cross Agency boundaries. Full protection requires an integrated, fully functional PKL

o Connect the Federal PKI with Private Sector PKIs: Private sector groups are actively
developing their own PKls as well. While a positive step, these isolated PKIs do not protect
infrastructures that cross Government or industry sector boundaries.

o Encouraging development of interoperable Commercial Off-the-Shelf (COTS) PKI
Products: Limitation to a single vendor’s solution can be a serious impediment, as most
organizations have a heterogeneous computing environment. Consumers must be able to
choose COTS PKI components that suit their needs.

o Validating the Security of Critical PKI Components: Protecting critical infrastructures
require sound implementation. The strength of the security services provided to the critical
infrastructures depends upon the security of the PKI components. Validation of the security
of PKI components is needed to ensure that critical infrastructures are adequately protected.
NIST is pursuing a validation program for PKI components.

e Encouraging Development of PKI-Aware Applications: To encourage development of PKI-
aware applications, the Government is working with vendors in key application areas. One
example is the secure electronic mail projects that have been performed jointly with
industry.

B. Public-Private Partnership
Inter-dependent computer networks are an integral part of doing business in the Information Age.

America is increasingly dependent upon computer networks for essential services, such as banking
and finance, emergency services, delivery of water, electricity and gas, transportation, and voice and
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data communications. New ways of doing business in the 21st century are rapidly evolving.
Business is increasingly relying on E-commerce for its commercial transactions as well as for its
critical operations, At the same time, recent hacking attempts at some of the most popular
commercial Web sites underscore that America’s information infrastructure is an attractive target
for deliberate attack or sabotage. These attacks can originate from a host of sources, such as
terrorists, criminals, hostile nations, or the equivalent of car thief “joyriders.” Regardless of the
source, however, the potential for cyber damage to our national security and economy is evident.

The infrastructures at risk are owned and operated by the private sector. The use of information
technology is so embedded in the core operations and customer service delivery systems of industry
that inevitably, it will be they who must work together to take the steps necessary to protect
themselves. The Federal government can help. The first major step is the elevation of awareness
across industry of the “business case for action” for leaders within industry. They have a
commercial interest in maintaining a secure business environment that assures public confidence in
their institutions. We can help identify and publicize problems as well as good practices in
management policies and strategies. We can also encourage planning, promote research and
development, and convene meetings. In short, we can act as a catalyst for industry to mobilize.

A strategy of cooperation and partnership between the private sector and the U.S. Government to
protect the Nation’s infrastructure is the linchpin of this effort. The President is committed to
building partnerships with the private sector to protect our computer networks through the
following initiatives:

Institute for Information Infrastructure Protection (I°P). The Institute would identify
and address serious R&D gaps that peither the private sector nor the Government's R&D
comumunity would otherwise address, but that are necessary to ensure the robust, reliable operation
of the national information infrastructure. First proposed by the scientists and corporate officials
who served on the President's Committee of Advisors on Science and Technology, the Institute is
supported by leading corporate Chief Technology Officers. The President’s FY2001 Budget
proposes $50 million for the Institute. Funding would be provided through the Commerce
Department’s National Institute of Standards and Technology (NIST) to this organization.

The Institute will work directly with private sector information technology suppliers and consumers
to define research priorities and engage the country's finest technical experts to address the
priorities identified. Research work will be performed at existing institutions including private
corporaticns, universities, and non-profit research institutes. The Institute will also make
provisions to accept private sector support for some research activities.

Partnership for Critical Infrastructure Security.  Last month, Commerce Secretary Daley
met with senior representatives from over 120 major cosporations, many Fortune 500, representing
owners and operators of critical infrastructures, their suppliers, and their customers, to organize a
Partnership for Critical Infrastructure Security. Industry has taken the lead on this effort, and is
actively pursuing ways to assure their ability to deliver critical services.
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The Partnership will explore ways in which industry and Government can work together to address
the risks to the nation’s critical infrastructures. Federal Lead Agencies are currently building
partnerships with individual infrastructure sectors in private industry, including communications,
banking and finance, transportation, and energy. The Partnership will serve as a forum in which to
draw these individual efforts together to facilitate a dialogue on cross-sector interdependencies,
explore common approaches and experiences, and engage other key professional and business
communities that have an interest in infrastructure assurance. By doing so, the Partnership hopes to
raise awareness and understanding of, and to serve, when appropriate, as a catalyst for action
among, the owners and operators of critical infrastructures, the risk management and investment
communities, other members of the business community, and state and local Governments.

National Infrastructure Assurance Council (NYAC). President Clinton established the
NIAC by Executive Order 13130 on July 14, 1999, When fully constituted, it will consist of up to
30 leaders in industry, academia, the privacy community, and state and local Government. The
NIAC will provide advice and counsel to the President on a range of policy matters relating to
critical infrastrecture assurance, including the enhancement of public-private partnerships,
generally.

IV, Conclusion

In conclusion, the National Plan is an important step forward. My staff and [ are committed to
building on this promising beginning, coordinating the Government’s efforts into an integrated
program for critical infrastructure protection in support of the National Coordinator for Security,
Infrastructure Protection, and Counter-Terrorism, and the Federal Government, generally. We are
actively working with members of the CIO Council, as well as members of the defense,
intelligence, and law enforcement agencies to develop this program. However, we have much work
left to do, and T hope to work with the members of this committee, indeed with the Congress as a
whole, as we wrestle with this developing field.

Thank you again for this opportunity to testify. Ilook forward to your questions.
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Mr. HORN. Thank you very much. I would appreciate it at this
point in the record if you would submit the national plan for the
record. So, without objection, it will be put right after this point.

We now go the next gentleman who is very familiar to this com-
mittee. You are doing a fine job. Mr. John Gilligan, Chief Informa-
tion Officer, Department of Energy, and Co-Chair, Security, Pri-
vacy, and Critical Infrastructure Committee of the Chief Informa-
tion Officer Council. Mr. Gilligan.

Mr. GILLIGAN. Thank you, Chairman Horn.

As you noted, I come before the committee speaking in both my
role as Chief Information Officer of the Department of Energy and
as well the Co-Chair of the Federal CIO Council Security, Privacy,
and Critical Infrastructure Committee. As I prepared for this testi-
mony, I gave a lot of thought to what I viewed were the two critical
issues that I face as a Federal CIO. I would like to spend a moment
addressing these issues for you.

Up-front, let me tell you that my biggest issues are not tech-
nology challenges. The primary challenge is educating and convinc-
ing line management that computers and networks, as well as the
information they possess and process, should be treated and man-
aged as mission-essential and strategic organization resources. Let
me illustrate my point with an example.

Last summer, at one of the Department of Energy laboratories
we conducted a security audit. The laboratory was evidenced as
having the best firewall within the Department, very good security
policies, and adequate protection of our classified systems. How-
ever, that same organization had a number of instances of what I
refer to as no-brainer security weaknesses. For example, there were
a number of computer systems that had software configurations
that were years out of date.

In this case, they were not taking advantage of dozens of patches
that had fielded to upgrade the security of those systems over the
years. In addition, there were a number of systems where their
passwords, including system administrator passwords were easily
guessed, or in some cases even used the term “password.” These
and other weaknesses provided relative ease of a potential hacker
to break into the laboratory’s unclassified computer system.

As I evaluated this apparent paradox, the same organization
having both the best and the worst security practices, the root
issue became clear to me. The organization was not focusing on in-
formation technology as an overall laboratory resource, rather only
sub-sets of the systems and networks were being pro-actively man-
aged. Most of the unclassified computers were procured and oper-
ated as work center or personal resources.

I have found similar dichotomy at a number of other daily sites.
The problem at this lab was not the absence of sound security poli-
cies or lack of security technology knowledge, but the fact that
management of computers had become highly decentralized and, in
many cases, was a personal task. I found that the number of sys-
tem administrators approached the number of laboratory employ-
ees.

The security audit findings highlighted to the laboratory director
and senior management that they had fundamental problems with
information technology management. The solution required a fun-
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damental change in how computers, networks were purchased, in-
stalled, and operated. I firmly believe that this is the most signifi-
cant and pervasive problem facing Federal agency CIOs.

A second challenge I face is working with Federal managers in
the Department of Energy in determining how much security is
enough. That is, how much is adequate? In the past, primary secu-
rity focus was on the protection of national security information,
classified systems, and more easily controlled mainframe comput-
ers. Adequate security was defined by security gurus, in most
cases, with much input from line management, and defined, in
most cases, in absolute terms.

Today, we use computers for a wide variety of missions where it
is not cost effective or appropriate to apply the same protection
mechanism or security policies in all cases. We have information
relating to national security. Personnel data and business oper-
ations must be protected to ensure confidentiality. On the other
hand, we have public websites where we want to protect the integ-
rity of the information. In addition, there are mission impact and
perception factors which influence what is adequate, as well as rap-
idly changing threats, missions, and technologies.

Federal security policies require an assessment of risk to guide
management decisions on what is adequate. Sounds easy. I would
submit that it is not. The Federal Government is also held to a
very high standard and one that continues to change and become
more stringent over time. In my testimony, I have included some
status updates within the Department of Energy on our recent se-
curity activities. I will not detail them here.

I would like to, however, turn for a few minutes to the work of
the CIO Security, Privacy, and Critical Infrastructure Protection
Committee, which I co-chair with Roger Baker, CIO of the Depart-
ment of Commerce, and Fernando Robano, CIO of the Department
of State. Our committee is developing a set of products that we be-
lieve will augment and accelerate improvements in implementing
adequate levels of protection in assuring appropriate privacy of
Federal information and systems.

I would like to submit for the record a brief summary of our com-
mittee activities.

[The information referred to follows:]
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Initiatives and Activities of the Federal CIO Council's
Security, Privacy, and Critical Infrastructure Committee.

Identify, evali and di. i best practi including products that have been certified or
accredited under recognized federal authorities (e.g. Common Criteria, National Infrastructure
Assurance Plan (NIAP), etc.)

Best Security Practices (BSPs) are essential components of sound security programs. Because no
coordinated Government initiative has existed to put BSPs in the hands of Federal Organizations, the
Security Practices Subcommittee was formed to collect, document and develop a web-based

repository for Best Security Practices (BSPs)/.

Promote the maintenance of up-to-date system patches, the closing of vulnerabilities, and the establishment
aof other warning and noticing processes to improve the security of systems by federal agencies

The "Sample Policy Working Group™ of the CIO Council has prepared a draft of a "Computer Incident
Response and Handling " policy. Based on the Department of Energy's policy implemented by the
Computer Incident Advisory Center, this sample policy is intended to serve as a guideline for other
agencies to follow.

Identify security and privacy solutions that enable delivery of services while ensuring adequate security
and privacy in a risk balanced implementation

As the Federal government continues to create E-Government services—thus changing the way
citizens and companies interact with government—a major issue is information security, including the
validity, reliability and privacy of both stored and transmitted information. In light of this issue, the
CIO Council is partnering with the Chief Financial Officers Council and the Information Technology
Association of America to develop and identify security solutions that enable delivery of services
while ensuring adequate security in a risk balanced implementation.

Work with OMB and NIST to identify draft or sample policies (e.g. model procurement guidelines for the
acquisition of information assurance products, systems, and services, and model privacy impact
assessments) for use by federal agencies in the areas of security and privacy

The CIO Council has outlined a measurement framework to determine the maturity of an agency's
Information Technology (IT) security program. The Information Technology (IT) Security Maturity
Framework comprises six levels to guide and prioritize agency efforts as well as provide a basis to measure

progress.

Lead and partner with other organizations to sponsor conferences, newsletters, and workshops to promote
activities and issues in regard to PDD-63 and privacy issues (e.g. IRMCO, FOSE, E-Gov, 14C)

The CIO Council is sponsoring Critical Infrastructure Protection Day (March 2), Security Awareness Day
(TBD) and is considering several options to participate as a co-sponsor in other conferences (Defending
Cyberspace '99 and National Information Systems Security Conference).

1 A pest security practice is a method, proven by effective experience, that people use to perform a security-related
task.
DRAFT
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Initiatives and Activities of the Federal CIO Council's
Security, Privacy, and Critical Infrastructure Committee.

Hdentify funding for techrological solutions that ad secure information access and exchange with
privacy
The CIO Council has identified the opportunity for organizations to submit proposals through the National

Science Foundation for agencies to partner with R&D universities to address IT Security and Privacy
Challenges. This funding totals a potential of $146 million.

Partner with the GI'TS Board to promote coordinated agency efforts to use public key technology
for authentication

DRAFT
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Mr. GILLIGAN. I would also like to highlight a few of the commit-
tee’s efforts. Our project to develop and Information Technology Se-
curity Maturity Framework is intended to help guide agencies and
senior government officials in establishing and maturing an effec-
tive cyber security program. Following the example of the success-
ful Software Capability Maturity Framework developed by Carne-
gie Mellon University, the Information Technology Security Matu-
rity Framework recommends the building block approach to secu-
rity.

Emphasis is placed at lower levels on critical foundation activi-
ties, such as documented policy, and clearly defined assigned re-
sponsibilities, as well as robust training and security assessment of
progress. I have brought a display that summarizes the six levels
of security maturity described in the draft framework. The Security
Committee believes that all agencies should be working toward
achievement of level 2 in the near term.

This level describes what is called a documented security pro-
gram. It is based on policy and guidance from the General Account-
ing Office, the Office of Management and Budget, and the National
Institute for Standards and Technology. The committee is working
to develop specific evaluation criteria, a checklist guide that could
be used for level 2, as well as further definition of level 3.

We have invited the Software Engineering Institute and the Gen-
eral Accounting Office to participate in the refinement of the
framework. The committee also has initiatives in the development
of a tool that will allow us to identify and make available the Fed-
eral agency’s best security practices. We are developing sample
agency policies and guidelines dealing with security and privacy.

We are working to accelerate the use of so-called public key
encryption. We are working with the Information Technology Asso-
ciation of America in the development of security solution bench-
marks, linked to common electronic services such as financial track
statues with the public, benefit inquiries over the web, and elec-
tronic submission of contractor pricing proposals.

I would like to conclude my remarks with some recommendations
from my perspective as co-chair of the Security, Privacy, Critical
Infrastructure Committee. The first two recommendations deal
with funding for security. First, I recommend that organizations
specifically identify and analyze their expenditures in cyber secu-
rity. In this regard, I suggest that we work with the government
and industry to establish and refine benchmarks against which line
managers can assess whether their investment is comparable to
similar organizations.

Work by the Gardner Group suggests that a reasonable range for
cyber security spending is somewhere between 1 and 5 percent of
an organization’s spending for information technology. Second, I
would recommend consideration of increased funding for a set of
governmentwide security initiatives that are focused not on multi-
year research or product development, but on short-term imme-
diate operational benefits for Federal agencies.

I note that most of our CIO Council cyber security efforts are fo-
cused toward ongoing operational support. Furthermore, I rec-
ommend that we continue to tightly tie our cyber security efforts
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with other initiatives to improve overall management of informa-
tion technology resources from an enterprise perspective.

Finally, I suggest that we continue to focus our education efforts
toward government managers. I believe managers need to know
how to make risk tradeoffs. What they need is greater awareness
of their responsibility in managing information technology as a
strategic resource, as well as simple benchmarks and metrics, such
as funding levels and a maturity framework, against which they
can evaluate organization-specific risks, as well as the progress of
their cyber security programs.

This concludes my testimony. I look forward to your questions.

[The prepared statement of Mr. Gilligan follows:]
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Chairman Horn, I want to thank you for this opportunity to appear before the
Subcommittee to share my views relating to the increasingly important subject of security
of Federal computer systems. I am addressing the Committee both as the Chief
Information Officer for the Department of Energy, as well as Federal Co-Chair of the

CIO Council's Security, Privacy and Critical Infrastructure Committee.

I will focus initially on the significant challenges that I face as CIO of a large,
diverse and decentralized organization to improve computer security. Up front, let me
tell you that my biggest challenges are not technology challenges. The primary challenge
is educating and convincing line management that the computers and networks, as well as
the information that they process, should be treated and managed as mission essential and
strategic organization resources. Let me illustrate my point with an example. Last
summer, we conducted an audit of security at one of DOE's laboratories. The laboratory
was evaluated as having good local security policies, the best firewall in DOE, and
outstanding protection of classified systems. This same organization, however, exhibited
a large number of instances of what I call "no brainer" security weakness. For example,
there were a number of computers with software configurations that were several years
out of date -- that is, not taking advantage of dozens of security patches and upgrades --
and a significant number of systems, including system administrator's stations, had easily
guessed passwords like the term "password" or in some cases no password protection.
These and other weaknesses provided a relatively easy ability to break into the

laboratory’s unclassified systems.
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As 1 evaluated this apparent paradox, the same organization having the best and
the worst security practices, the root issue became clear. The organization was not
focusing on information technology as an overall laboratory resource. Rather, only
subsets of the systems and networks were being proactively managed. Most of the
unclassified computers were procured and operated as "work center" or "personal”
resource. 1 have found a similar dichotomy at other DOE sites. The problem at this lab
was not the absence of sound security policies or lack of technical security knowledge,
but the fact that the management of computers had become highly decentralized and in
many cases was a "personal" task. I found that the numbers of systems approached‘ the

number of laboratory employees.

The security audit findings highlighted to the Laboratory Director and senior
management that they had fundamental problems with information technology
management. The solution required a fundamental change to how computers and
networks were purchased, installed, and operated. Significant cost benefits would accrue
as well. In short, this organization, and I would submit many Federal organizations,
needs to move from treating computers and networks as personal or work-center tools to
enterprise-wide resources requiring rigorous and consistent management. I firmly

believe this is the most significant and pervasive problem facing Federal agency CIO's.

To manage information technology as an enterprise activity requires a major

culture shift for many organizations. Without making this shift, as I saw at the DOE
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Laboratory, world-class security protection capabilities in other parts of the organization

were of little value.

A second challenge I face working with managers in DOE is determining how
much security is enough: how much is adequate. In the past, primary computer security
focus was on the protection of national security information and more easily controlled
mainframe systems. Adequate security was defined by security "gurus,” in most cases
without much input from line management and in absolute terms. Today, we use
computers for a wide variety of missions where it is not cost-effective or appropriate to
apply the same protection mechanism or security policies in all cases. We have
information relating to national security, personnel, and business operations that must be
protected to ensure confidentiality. On the other hand, we have public web sites for
which we want to protect the integrity of the information presented therein, and in many
cases reliability of service is important. In addition, there are mission impact and
perception factors that influence what is "adequate,” as well as rapidly changing threats,
missions, and technologies.

Federal policies require an assessment of risk to guide management decisions on
wht is "adequate”. Sounds easy? I would submit that it is not! The Federal government
is held to a very high standard, one that continues to change and become more stringent
over time.

Let me turn now to a brief summary of what the Department of Energy has done
over the past year to improve our computer se‘curity efforts. To start, we revised our

cyber security policies to better define expectations and to require each DOE site to
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document threat-based security plans based on a risk management assessment. We also
clearly placed risk management and security implementation accountability in the line
management chain. As I noted earlier, this is a major culture change and will take some

months to be fully effective.

We have just completed an expedited program to train 1000 system administrators
across the DOE complex, and we have had security awareness "stand downs" at all DOE
sites to heighten management and employee awareness of all facets of security. I have
doubled the size of our Department-wide team of cyber security experts -- our Computer
Incident Advisory Capabilities or CIAC -- who monitor key Department cyber resources,
analyze cyber incidents, and provide early warning of attacks or vulnerabilities. We are in
the process of developing a DOE Cyber Security Architecture that will serve as a guide
for each site in establishing site specific security implementation consistent across the
DOE enterprise. In addition, we have taken a number of measures to significantly
reduce the risk of inadvertent or intentional compromise of our classified data at our
weapons laboratories. In summary, we have made a lot of progress since last spring
when security problems at DOE made national headlines. We still have areas where
additional progress is needed, but we have established what I believe is a proper, solid

foundation and we are seeing rapid progress.

T would like to also comment about the work of the CIO Council Security,
Privacy and Critical Infrastructure Protection Committee that I co-chair with Roger

Baker, CIO of the Department of Commerce, and Fernando Burbano, CIO of the
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Department of State. Our Comumittee is developing a set of products. We believe that
these products will augment and accelerate improvements in implementing "adequate"”
levels of protection and ensuring appropriate privacy of Federal information and systems.

I would like to submit for the record a brief summary of our specific initiatives.

I would also like to highlight a few of the Committee’s efforts. Our project to
develop an Information Technology Security Maturity Framework is intended to help
guide agencies and senior government officials in establishing and maturing an effective
cyber security program. Following the example of the successful Software Capability
Maturity Framework developed by Carnegie Mellon University, the Information
Technology Security Maturity Framework recommends a building block approach to
security. Emphasis is placed at the lower levels on critical foundation activities such as
documented policy and clearly defined assigned responsibilities, as well as robust

training and security assessment progress.

I have brought a display that summarizes the six levels of security maturity
described in the Framework. The Committee believes that all agencies should be
working for achievement of Level 2 in the near term. This level describes a Documented
Security Program and is based on policy and guidance from the GAO, OMB and NIST.
The Committee is working to develop specific evaluation criteria, a checklist guide, that
could be used for Level 2 as well as further definition of Level 3. We have also invited
the Software Engineering Institute and GAO to participate in the refinement of the

Framework. We would welcome the opportunity to work with this Committee to make
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this a meaningful and effective tool for both the Executive as well as the Legislative

branches.

The Committee also has developed a web-based repository for Best Security
Practices (BSP), leveraging initial work done by the National Security Agency (NSA)
and the National Institute of Standards and Technology (NIST). This tool supports rapid
search and retrieval of exemplary security practices (tools, policies, procesées} as well as
on-line submission of candidate best practices. The BSP system tool is available in
prototype now and will be operational in May. We are also promoting sample agency
policies or guidelines dealing with privacy risk analysis and incident response and
security patch distribution. Separately, the Committee is working with several
government organizations to accelerate use of Public Key encryption, to improve security

within the Federal government and in our interactions with the private sector.

An additional effort that we are just initiating with the support of the Chief
Financial Officer's Council and the Information Technology Association of America
(ITAA) is the development of security solution benchmarks linked to common electronic
services such as conducting financial transactions electronically with the public, benefits
inquiries over the web and electronic submission of contract or pricing proposals. This
effort is specifically focused to provide managers with guidance on what government and
industry believes to be an adequate level of security. Our goal is to provide a sufficiently
robust set of examples, or a framework, that managers could use to assist them in

addressing the question of what is adequate security in a particular application. In
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addition, we are aggressively working with the Critical Infrastructure Assurance Office to
promote greater awareness of Critical Infrastructure Protection requirements and methods
in order to energize Federal Agency efforts in this area.

1 would like to conclude my remarks with some recommendations from my
perspective as co chair of the Security, Privacy, and Critical Infrastructure Protection
Committee. My recommendations are provided with intent of helping to accelerate the
pace of achieving a level of adequate security for Federal systems. The first two
recommendations deal with funding for security. In an effort to improve visibility of
cyber security, I recommend that organizations specifically identify and analyze their
expenditures in cyber security. In this regard, I suggest that we work within the
government and with industry to establish and refine benchmarks against which line
managers can assess whether their investment level is comparable to similar
organizations. The Department of Energy recently started doing this, and while this is
ot a perfect metric, it does allow me to engage in discussion with line managers on the
question of what is adequate -- in this case how much should they be spending on
security. Work by the Gartner Group suggests that a reasonable range for cyber security
spending is somewhere between 1% and 5% of an organization's spending for
information technology. Clearly, we will need to improve and refine these measures, but
1 believe there would be great benefit with focused attention on this area.

Second, I would recommend consideration of increased funding for a sét of
government-wide security initiatives that are focused, not on multi-year research or
product development, but on short-term, immediate operational benefit for Federal

agencies. Inote that most of our CIO Council Cyber Security efforts are focused toward
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ongoing operational support. Similar efforts by GSA and NIST focus on immediate
operational support, Furthermore, 1 recommend that we continue to tightly tie our cyber
security efforts with efforts to improve overall management of information technology
resources from an enterprise-wide perspective. The personal computer and ubiquitous
networks have resulted in a culture of local “ownership” and fragmented management
that make it very difficult to achieve the level of security that we need and deserve.
Moreover, many of our security policies focus on individual systems and fail to
emphasize the necessity of enterprise-wide focus. Finally, I suggest that we continue to
focus our education efforts toward government managers. | believe managers know how
to make risk tradeoffs. What they need is gfeater awareness of their responsibilities in
managing information technology as a strategic resource, as well as simple benchmarks
and metrics (such as funding levels or maturity framework) against which they can
evaluate organization specific risks as well as the progress of their cyber security

programs.

This concludes my testimony. Ilook forward to your questions.
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Mr. HORN. Thank you very much, Mr. Gilligan.

Our next witness is Ms. Karen Brown, the Deputy Director, Na-
tional Institute of Standards and Technology, otherwise known as
NIST. With the Weather Bureau there, I wonder why we cannot
be MIST? Anyhow, the Department of Commerce. Thank you for
coming.

Ms. BROWN. Thank you.

Thank you Mr. Chairman and members of this subcommittee for
the invitation to speak to you today about computer security issues.
Computer security continues to be an ongoing and challenging
problem that demands the attention of the Congress, the executive
branch, industry, academia, and the public. Computer security is
not a narrow technical concern.

The explosive growth in electronic commerce highlights the Na-
tion’s ever-increasing dependence upon the secure and reliable op-
eration of our computer systems. Computer security has a vital in-
fluence on our economic health and our Nation’s security, and we
commend the committee for your focus on this security. Today, I
would like to address NIST computer security activities that con-
tribute to improving computer security for the Federal Government
and the private sector.

I would also like to briefly describe for you our proposed new pro-
gram activities for next year. Under NIST statutory responsibil-
ities, we develop standards and guidelines for agencies to help pro-
tect their sensitive, unclassified information systems. In meeting
the needs of our customers in both the public and private sector,
we work closely with industry, Federal agencies, testing organiza-
tions, standards groups, academia, and private sector users.

As awareness of the need for security grows, more secure prod-
ucts will be demanded in the marketplace. Addressing security will
also help ensure that electronic commerce growth is not limited be-
cause of security concern. What does NIST do specifically? To meet
these responsibilities in customer needs, we first work to improve
the awareness of the need for computer security, which is an ongo-
ing effort.

Additionally, we research new technologies and their security im-
plications. We work to develop security standards and specifica-
tions to help users specify security needs, and establish minimum
security requirements for Federal systems. We develop and manage
security testing programs in cooperation with the private sector to
enable users to have confidence that a product meets a security
specification.

We also produce security guidance to promote security planning
and secured system operations in administration. I will briefly dis-
cuss the need and benefits of each. First, there is a need for timely,
relevant, and easily assessable information to raise awareness
about risk, vulnerabilities, and requirements for protection of infor-
mation systems. This is particularly true for new and rapidly
emerging technologies which are being delivered with such speed
in the Internet age.

We host and sponsor information sharing among security edu-
cators, the Federal Security Program Managers’ Forum, and indus-
try. We seek advice from our external advisory board of computer
experts. We meet regularly with members of the Federal computer
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security community, including the Chief Information Officer of the
Security Committee, and the Critical Information Assurance Office.

We actively support information sharing through our con-
ferences, workshops, webpages, publications, and bulletins. A sec-
ond need is for research on information technology vulnerabilities
and cost effective security. When we identify new technologies that
could potentially influence our customer security practices, we re-
search these technologies and their potential vulnerabilities.

We also work to find ways to apply new technologies in a secure
manner. The solutions we develop are made available to both pub-
lic and private users. Research helps us to find more cost effective
ways to implement and address security requirements. The third is
the need for standards and for ways to test that standards are
properly implemented on products. For example, cryptographic al-
gorithms and techniques are essential for protecting sensitive data
and electronic transition.

NIST has long been active in developing Federal Cryptographic
Standards and working in cooperation with private sector vol-
untary standards organizations in this area. We are currently lead-
ing a public program to develop the Advanced Encryption Standard
[AES], which will serve 21st Century Security needs. Another as-
pect of our standards activity concerns public key and key manage-
ment infrastructures.

We have been actively involved in working with industry and the
Federal Government to promote the security and inter-operability
of such infrastructures. Standards help users to know what secu-
rity specifications may be appropriate for their needs. Testing com-
plements this by helping users have confidence that security stand-
ards and specifications are correctly implemented in the products
they buy.

Testing also helps reduce the potential vulnerabilities that prod-
ucts contain that could be used to attack systems. For over 5 years,
we have led the Cryptographic Module Validation Program, which
has now validated about 90 modules, with another 50 expected this
year. This successful program utilizes private sector accredited lab-
oratories to conduct security conformance testing of cryptographic
modules against the Federal standard we developed and maintain.
Many of these activities are being done in cooperation with the De-
fense Department’s National Security Agency in our National Infor-
mation Assurance Partnership.

The goal is to enable product developers to get their products
tested easily and voluntarily, and for users to have access to infor-
mation about test products. Under this program, we have also led
the development of an international mutual recognition arrange-
ment, whereby the results of testing in the United States are recog-
nized by our international partners, thus reducing costs to the in-
dustry.

Advice and technical assistance for both government organiza-
tions and private sector is the fourth need. While I have given you
a few examples of NIST work, I obviously have not covered every-
thing. I want to emphasize there is still much more to be done.
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Please keep in mind that approximately $6 million of direct con-
gressional funding supports both our Federal and industry com-
puter security responsibilities. This is plainly not enough.

Thank you.

[The prepared statement of Ms. Brown follows:]



38

Karen H. Brown
Deputy Director

National Institute of Standards and Technology
- Technology Administration
U.S. Department of Commerce

before the

Committee on Government Reform
Subcommittee on Government Management,
Information, and Technology

March 9, 2000



39

Mr. Chairman and members of the subcommittee thank you for the invitation to speak to
you today about computer security issues. I am Karen Brown, Deputy Director of the
National Institute of Standards and Technology of the Department of Commerce’s
Technology Administration.

Computer security continues to be an ongoing and challenging problem that demands the
attention of the Congress, the Executive Branch, industry, academia, and the public.
Computer security is not a narrow, technical concern. The explosive growth in Electronic
Commerce highlights the nation’s ever increasing dependence upon the secure and
reliable operation of our computer systems. Computer security, therefore, has a vital
influence on our economic health and our nation’s security and we commend the
Committee for your focus on security.

Today I would like to address NIST’s computer security activities that contribute to
improving computer security for the Federal Government and the private sector. I also
would like to briefly describe for you our proposed new program activities for next year
as requested in the President’s budget.

Under NIST’s statutory federal responsibilities, we develop standards and guidelines for
agencies to help protect their sensitive unclassified information systems. Additionally,
we work with the information technology (IT) industry and IT users in the private sector
on computer security in support of our broad mission to strengthen the U.S. economy,
and especially to improve the competitiveness of the U.S. information technology
industry. As awareness of the need for security grows, more secure products will be more
competitive in the marketplace. Addressing security will also help ensure that Electronic
Commerce growth is not limited because of security concerns.

In meeting the needs of our customers in both the public and private sector, we work
closely with industry, Federal agencies, testing organizations, standards groups,
academia, and private sector users. Cooperation and collaboration are essential to tackle
many common problems facing users throughout the country.

What does NIST do specifically? To meet these responsibilities and customer needs, we
first work to improve the awareness of the need for computer security. This helps
increase demand for secure and reliable products. Additionally, we research new
technologies and their security implications and vulnerabilities and develop guidance to
advise users accordingly. We work to develop security standards and specifications to
help users specify security needs in their procurements and establish minimum security
requirements for Federal systems. We develop and manage security testing programs, in
cooperation with private sector testing laboratories, to enable users to have confidence
that a product meets a security specification. We also produce security guidance to
promote security planning, and secure system operations and administration. I will
briefly discuss the need and benefits of each.
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First, there is a need for timely, relevant, and easily accessible information to raise
awareness about the risks, vulnerabilities and requirements for protection of information
systems. This is particularly true for new and rapidly emerging technologies, which are
being delivered with such alacrity by our industry. We host and sponsor information
sharing among security educators, the Federal Computer Security Program Managers’
Forum, and industry. We seek advice from our advisory board of computer experts.
(Computer System Security and Privacy Advisory Board). We meet regularly with
members of the Federal computer security community, including the Chief Information
Officers’ Security Committee, and the Critical Infrastructure Assurance Office. We
actively support information sharing through our conferences, workshops, web pages,
publications, and bulletins. Raising awareness helps ensure appropriate attention is
accorded security and helps increase the demand for secure products and security
services.

A second need is for research on information technology vulnerabilities and the
development of techniques for the cost-effective security. When we identify new
technologies that could potentially influence our customers’ security practices, we
research the technologies and their potential vulnerabilities. We also work to find ways
to apply new technologies in a secure manner. The solutions that we develop are made
available to both public and private users. Some examples are methods for authorization
management and policy management, ways to detect intrusions to systems, and
demonstrations of mobile agents. Research helps us find more cost-effective ways to -
implement and address security requirements.

Third is the need for standards, and for ways to test that standards are properly
implemented in products. For example, cryptographic algorithms and techniques are
essential for protecting sensitive data and electronic transactions. NIST has long been
active in developing Federal cryptographic standards and working in cooperation with
private sector voluntary standards organizations in this area. Moreover, in the standards
area we have been working with the private sector in preparing for the future. We are
leading a public process to develop the Advanced Encryption Standard (AES), which will
serve 21 century security needs. Another aspect of our standards activities concerns
Public Key and Key Management Infrastructures. The use of cryptographic services
across networks requires the use of “certificates” that bind cryptographic keys and other
security information to specific users or entities in the network. We have been actively
involved in working with industry and the Federal government to promote the security
and interoperability of such infrastructures.

Standards help users to know what security specifications may be appropriate for their
needs. Testing complements this by helping users have confidence that security
standards and specifications are correctly implemented in the products they buy. Testing
also helps reduce the potential that products contain vulnerabilities that could be used to
attack systems.

For over five years, we have led the Cryptographic Module Validation Program, which
has now validated about 90 modules with another 50 expected this year. This successful
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program utilizes private sector accredited laboratories to conduct security conformance
testing of cryptographic modules against a Federal standard we develop and maintain.
More recently, we have been working with the international security community to define
security criteria in an international standard that can be used to develop security
specifications for products, such as firewalls or operating systems. We are actively
working with industry partners in the smart card, health care, and telecommunications
fields to accomplish such development of specifications.

Many of these activities are being done in cooperation with the Defense Department’s
National Security Agency in our National Information Assurance Partnership. Private
sector laboratories are being accredited under our National Voluntary Laboratory
Accreditation program to conduct such testing. The effort involves developing testing
competencies and a process for accrediting testing organizations. The goal is to enable
product developers to get their products tested easily and voluntarily, and for users to
have access to information about tested products. Under this program we have also led
the development of an international mutual recognition arrangement whereby the results
of testing in the U.S. are recognized by our international partners, thus reducing the costs
to industry.

Advice and technical assistance for both government organizations and private sector
users is the fourth need. For example, we have issued guidance including telecommuting
and security, security concerns inherent in PBX technology, security requirements in
Public Key Infrastructure (PKI) implementation, use of firewalls, and intrusion detection
in networks. We also provide program guidance to agencies and are working to complete
a document on security program metrics and self-assessment. The information and
guidelines that we have developed are available to all users free-of-charge via our web
site. We also support agencies on specific security projects on a cost-reimbursable basis
when NIST expertise is required.

‘While I have given you a few examples of NIST’s work, I obviously have not covered
everything. 1 want to emphasize that there is still much more to be done to address the
continuing challenges of computer security. To put our program in perspective, please
keep in mind that approximately $6 million of direct Congressional funding supports both
our Federal and industry computer security responsibilities. (In addition, we receive
approximately $2 million in outside agency funding to provide technical assistance on
particular projects.) This is plainly not enough.

As reflected in the requests made in the President’s FY 2001 budget, NIST needs
additional resources to help improve the security posture of the Federal government.
Looking at the critical information infrastructures of the nation, we also need substantial
investments in security research to find ways to protect our infrastructures.

To address the need for additional research to protect our critical infrastructures, the
White House has proposed establishing a $50 million Institute for Information
Infrastructure Protection (IIIP), which was initially recommended by the President's
Committee of Advisors on Science & Technology (PCAST). The HIP will identify and
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fill the gaps not being met by private sector market demands or Government agency
mission objectives in critical infrastructure protection and provide a strong and secure
foundation to protect the various critical infrastructures upon which the Nation’s security
and economy rely. IIIP’s R&D, which will aim to help prevent security problems will
include work that can be applied to protect multiple sectors’ infrastructures, and thus will
complement sector-specific R&D underway elsewhere in the government and private
sector. This initiative will help strengthen the focused existing and planned security
architectures within the critical infrastructure sectors and help prepare the
owners/operators of those infrastructures to survive potential hostile activities. The IIIP
will not have any direct role in support of law enforcement or deterring attacks, but will
fund R&D to develop new generations of IT security solutions that would be made
available for DoJ/FBI, other agencies, and the private sector can use to prevent and
respond to future cyber-threats. The ITIP will be a partnership among industry, academia
and the government (including both state and local governments). At the core of the
partnership is ITIP’s selection of information infrastructure protection R&D focus areas,
which will rely heavily on advice and guidance obtained from outside experts.

The security of Federal systems must also be improved. These systems contain sensitive
information about our citizens and provide services upon which our citizens’ safety and
well-being depend. The government should exert leadership and set an example for the
nation in protecting against risks and vulnerabilities. Two of the budget proposals focus
primarily upon the security of Federal systems. Specifically, we propose to establish an
Expert Review Team (comprised of eight FTE’s) to advise agencies of their
vulnerabilities, help prioritize and develop strategies for security fixes, assist agencies in
preparing for future security threats, and help agencies plan for security in new system
developments. This preventative approach will complement the reporting activities of
programs such as FedCIRC. Secondly, we seek a five million dollar increase to enable
additional critical activities in the area of cryptography, security management and best
practices guidance, and the protection of supervisory control systems.

So let me close by again emphasizing that our national commitment to improve security
must be increased. NIST stands ready to play a key role through supporting the proposed
Institute, leading the Expert Review Team, and conducting additional work to developing
needed security guideline and standards, research in security technology, leading testing
programs, and raising awareness and demand for security products and services. This
will augment the already important activities we have underway. We look forward to
continuing this work, and believe that your support of the critical new activities would
help us to do so.

I will be pleased to answer any questions.
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Mr. HorN. Thank you very much. That was very helpful testi-
mony. We now go to our last witness on this panel. I must say, Mr.
Pethia, everywhere I talked and saw people in the last 3 weeks
putting this panel together, the first magic word was Carnegie Mel-
lon. So, we are glad to have you come here. We hope to visit your
campus sometime. You can show us around.

Mr. Rich Pethia is the director, Computer Emergency Response
Team Coordination Centers, Software Engineering Institute at Car-
negie Mellon University in Pittsburgh.

Mr. PETHIA. Mr. Chairman and members of the subcommittee, I
would like to thank you for the opportunity to come and talk to you
today about computer security. Today, I would like to describe a
number of the trends that impact security on the Internet. I will
illustrate the results of those trends and then outline some steps
that I think will help us all effectively manage the increasing risk
of damage from cyber attacks.

My perspective comes from the work that we do with the CERT
Coordination Center. The Center is charted to respond to security
emergencies on the Internet, and to work with both technology pro-
ducers and technology users to facilitate response to major security
problems. Since 1988, we have handled over 24,000 separate secu-
rity incidents, and analyzed more than 1,500 separate computer
vulnerabilities.

The current state of Internet security is cause for concern. The
vulnerabilities associated with technology used on the Internet put
government, business, and individuals at risk. Security is influ-
enced by many factors. An organization that wishes to improve its
security has to deal with a lot of issues. First of all, the Internet
itself is growing at an amazing rate.

As the technology is being distributed, so is the management of
that technology. System administration and management often fall
upon people who do not have the training, skills, resources, or in-
terest needed to operate their system securely. This problem is
about to get worse. Now that we have direct Internet connection to
homes, schools, libraries, and other venues that do not have train-
ing and security staff.

These always-on rarely protected systems will allow attackers to
continue to add new systems to their arsenal of captured weapons.
Intruder tools are becoming increasingly sophisticated and also be-
coming increasingly user-friendly and widely available. This tech-
nology is evolving like any other.

Sophisticated developers of intruder programs package their tools
in user-friendly forms and make them widely available. As a result,
even unsophisticated intruders can use them.

On the technology side, when vendors release patches or up-
grades to solve security problems, organizations’ systems often are
not upgraded. The job may be too time consuming, too complex, or
just too low a priority for the system administration or staff to han-
dle. There is little evidence of improvement in the security features
of most products. Today, we continue to receive new vulnerability
reports in second generation and third generation products.

Developers are not devoting sufficient effort to apply lessons
learned about the sources of vulnerabilities and doing the engineer-
ing work necessary to remove them. Finally, engineering for ease
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of use is not being matched by engineering for ease of secure ad-
ministration. Today, we would all find it ludicrous to safely operate
and drive an automobile, a person would have to be a master me-
chanic.

Yet, today we expect our computer users and novice system ad-
ministrators to have detailed technical knowledge of all the intrica-
cies and nuances of the technology. We are simply developing tech-
nology that is not fit for use in today’s environment. Because of
these and other factors, organizations and individuals who are
using the Internet become vulnerable to various kinds of cyber at-
tack, including the denial-of-service attacks that were widely pub-
licized in February.

The key point about this attack, this attack type, is that al-
though an organization may be able to harden its own systems to
help prevent having its systems used as a part of a distributed at-
tack vehicle, there is essentially nothing a site can do with cur-
rently available technology to prevent becoming a victim of these
coordinated denial-of-service attacks.

The best an organization can do today is get ready to respond
and have its response capabilities in place, should it ever become
the victim of one of these attacks. These attacks work by having
intruders compromise vulnerable systems. They collect these vul-
nerable systems into aggregated attack networks. These networks
act in unison to attack a single victim.

The network can be activated remotely at a later site by a mas-
ter computer. Communication between the master and the net-
works is encrypted, often making it difficult to locate the master.
Once activated, these tools proceed on their own. They are rapidly
evolving. Individual nodes in the attack network can be automati-
cally reprogrammed to change the type of attack so that it becomes
increasingly difficult to build defenses against this technology.

Clearly, we have entered a new era in the Internet, where the
power of the Internet itself is now being used to attack people who
are connected to it. At the CERT, we constantly monitor trends and
watch for new attacks and tools. We became aware of this new
form of denial-of-service attack in late August, early September
1999. Denial-of-service attacks are not new.

These kinds of attacks have been around since 1994, with signifi-
cant increases in 1996 and 1998. By the end of September, it was
evident that this was a new form of attack. It was something we
had never seen before. We called together a workshop of 30 inter-
national experts who came together for 2 days in Pittsburgh and
produced a paper that explains the threat posed by these intruder
tools, as well as guidance to organizations about how to protect
themselves and be prepared, and how to be ready to respond.

This paper, along with other advisories, were issued to the com-
munity in December. We have had a series of communications out
to the Internet community. The problem is serious. It is complex.
A combination of approaches must be used to reduce the risks asso-
ciated with this ever-increasing dependence on the Internet. First
of all, we need better ability to collect, analyze, and disseminate in-
formation on assurance issues.

A lot of what we do today is reactive. We see a problem. We ana-
lyze it. We understand what just happened. That is no longer ade-
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quate. New forms of attack are now happening at Internet speed,
both automated attacks, like these distributed denial-of-service at-
tacks, as well as new forms of viruses, such as Melissa that showed
up in March of this year.

Today, we need to find analysis methods that build a predictive
early warning capability. We need to be able to understand what
is going to happen before it happens, which means we need new
ways of analysis. In addition, better attention paid to collecting in-
formation. There has been a lot of discussion and debate about
instrumenting networks to collect data to watch the traffic on the
network to anticipate what the problems might be.

Certainly, there is a need to be concerned about privacy, but we
have to find some way to balance our need to collect information
about the operation of networks with our need to keep individual
transactions and user’s activities private. Until we get a better
view into what is happening on our networks, we are going to have
a very difficult time defending against new forms of attack.

Third, we need to invest in better education and training to raise
the level of security and security awareness. In particular, we need
to focus on bringing the understanding of security issues to senior
and middle management in government, as well as in industry.
Until there is management commitment, and management commit-
ment of resource to solve this problem, little is going to happen.
Part of that includes encouraging the development of comprehen-
sive security programs with well-defined responsibilities for man-
agers, users, and system administrators.

Finally, all of this is only going to help us mitigate the problem,
stem the flow of quality that we are having. It will not solve the
problem. In order to get ahead of this problem, we need to support
research and development activities that will lead to a new genera-
tion of technology on the Internet and other broad-scale networks.
Systems that are easier to secure, systems that do not require so
much constant attention, systems that do not repeat the
vu%nerabilities of the past, the long-term solution is better tech-
nology.

That is going to take years. Until we get there, we need better
management approaches. Thank you.

[The prepared statement of Mr. Pethia follows:]
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Introduction

Mr. Chairman and Members of the Subcommittee on Government Management, Information, and
Technology:

My name is Rich Pethia. I am the director of the CERT® Centers, which include the CERT®
Coordination Center (CERT/CC) and the CERT® Analysis Center (CERT/AC). The centers are
part of the Software Engineering Institute (SEI) at Carnegie Mellon University. Thank you for the
opportunity to testify on the issue of computer security. Today I will describe a number of trends
that have an impact on the security of the Internet, illustrate the results of those trends by
describing the recent distributed denial-of-service attacks (DDoS), and outline steps I believe are
needed to effectively manage the increasing risk of damage from cyber attacks.

My perspective comes from the work we do at the CERT Centers. The CERT Coordination
Center was established at the SEI in 1988, after an Internet “worm” stopped 10% of the
computers connected to the Internet. This program—the first Internet security incident to make
headline news—was the wake-up call for network security. The CERT/CC went into operation in
just two weeks with a charter to respond to security emergencies on the Internet and to work with
both technology producers and technology users to facilitate response to emerging security
problems. In the first full year of operation, 1989, The CERT/CC responded to 132 computer
security incidents. In 1999, the staff responded to more than 8,000 incidents. In total, the
CERT/CC staff has handled well over 24,000 incidents and analyzed more than 1,500 computer
vulnerabilities. More details about our work are attached to the end of this testimony (see Meet
the CERT Coordination Center).

The recently established CERT Analysis Center addresses the threat posed by rapidly evolving,
technologically advanced forms of cyber attacks. Working with sponsors and associates, the
CERT/AC collects and analyzes information assurance data to develop detection and mitigation
strategies that provide high-leverage solutions to information assurance problems, including
countermeasures for new vulnerabilities and emerging threats. The CERT Analysis Center builds
upon the work of the CERT Coordination Center. The CERT Analysis Center extends current
incident response capabilities by developing and transitioning protective measures and mitigation
strategies to defend against advanced forms of attack before they are launched. Additionally, it
provides the public and private sectors with opportunities for much-needed collaboration and
information sharing to improve cyber attack defenses.

Vulnerability of the Internet and World Wide Web

Vulnerabilities associated with the Internet put government, business, and individual users at risk.
Security measures that were appropriate for mainframe computers and small, well-defined
networks inside an organization, are not effective for the Internet, a complex, dynamic world of
interconnected networks with no clear boundaries and no central control. Because the Internet
was not originally designed with security in mind, it is difficult to ensure the integrity,
availability, and privacy of information. The Internet was designed to be “open,” with distributed
control and mutual trust among users. As a result, control is in the hands of users, not in the hands
of the provider; and use cannot be administered by a central authority. Furthermore, security
issues are not well understood and are rarely given high priority by software developers, vendors,
network managers, or consumers.

In addition, because the Internet is digital, not physical, it has no geographic location and no well-
defined boundaries. Traditional physical “rules” are difficult or impossible to apply. Instead, new
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knowledge and a new point of view are required to understand the workings and the
vulnerabilities of the Internet. '

Another factor is the approach typically taken by intruders. There is (loosely) organized
development in the intruder community, with only a few months elapsing between “beta”
software and active use in attacks. Moreover, intruders take an open-source approach to
development. One can draw parallels with open system development: there are many developers
and a large, reusable code base.

Intruder tools are becoming increasingly sophisticated and also becoming increasingly user
friendly and widely available. For the first time, intruders are developing techniques to hamess
the power of hundreds of thousands of vulnerable systems on the Internet. Using what are called
distributed-system attack tools, intruders can involve a large number of sites simultaneously,
focusing all of them to attack one or more victim hosts or networks. The sophisticated developers
of intruder programs package their tools into user-friendly forms and make them widely
available. As a result, even unsophisticated intruders can use them.

The current state of Internet security is the result of many additional factors, such as the ones
listed below. A change in any one of these can change the level of Internet security and
survivability.

* Because of the dramatically lower cost of communication on the Internet, use of the Internet
is replacing other forms of electronic communication. The Internet itself is growing at an
amazing rate. An additional 16 million computers connected to the Internet between July
1999 and January 2000, bringing the estimated total to 72.4 million.

¢ There is a continuing movement to distributed, client-server, and heterogeneous
configurations. As the technology is being distributed, so is the management of that
technology. In these cases, system administration and management often fall upon people
who do not have the training, skill, resources, or interest needed to operate their systems
securely. The number of directly connected homes, schools, libraries and other venues
without trained system administration and security staff is rapidly increasing. These “always-
on, rarely-protected” systems allow attackers to continue to add new systems to their arsenal
of captured weapons.

o Internet sites have become so interconnected and intruder tools so effective that the security
of any site depends, in part, on the security of all other sites on the Internet.

e The difficulty of criminal investigation of cyber crime coupled with the complexity of
international law mean that successful apprehension and prosecution of computer criminals is
unlikely, and thus little deterrent value is realized.

e The Internet is becoming increasingly complex and dynamic, but among those connected to
the Internet there is a lack of adequate knowledge about the network and about security. The
rush to the Internet, coupled with a lack of understanding, is leading to the exposure of
sensitive data and risk to safety-critical systems. Misconfigured or outdated operating
systems, mail programs, and Web sites result in vulnerabilities that intruders can exploit. Just
one naive user with an easy-to-guess password increases an organization’s risk.
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e When vendors release patches or upgrades to solve security problems, organizations’ systems
often are not upgraded. The job may be too time-consuming, too complex, or just at too low a
priority for the system administration staff to handle. With increased complexity comes the
introduction of more vulnerabilities, so solutions do not solve problems for the long term—
system maintenance is never-ending. Because managers do not fully understand the risks,
they neither give security a high enough priority nor assign adequate resources. Exacerbating
the problem is the fact that the demand for skilled system administrators far exceeds the

supply.

e As we face the complex and rapidly changing world of the Internet, comprehensive solutions
are lacking. Among security-conscious organizations, there is increased reliance on “silver
bullet” solutions, such as firewalls and encryption. The organizations that have applied a
“silver bullet” are lulled into a false sense of security and become less vigilant, but single
solutions applied once are neither foolproof nor adeguate. Solutions must be combined, and
the security situation must be constantly monitored as the technology changes and new
exploitation techniques are discovered.

e There is little evidence of improvement in the security features of most products; developers
are not devoting sufficient effort to apply lessons learned about the sources of vulnerabilities.
The CERT/CC routinely receives reports of new vulnerabilities. We continue to see the same
types of vulnerabilities in newer versions of products that we saw in earlier versions.
Technology evolves so rapidly that vendors concentrate on time to market, often minimizing
that time by placing a low priority on security features. Until their customers demand
products that are more secure, the situation is unlikely to change.

+ Engineering for ease of use is not being matched by engineering for ease of secure
administration. Today’s software products, workstations, and personal computers bring the
power of the computer to increasing numbers of people who use that power to perform their
work more efficiently and effectively. Products are so easy to use that people with little
technical knowledge or skill can install and operate them on their desktop computers.
Unfortunately, it is difficult to configure and operate many of these products securely. This
gap leads to increasing numbers of vulnerable systems. :

Distributed Denial-of-Service Tools

Because of the factors described above, organizations and individuals using the Internet are
valnerable to many kinds of cyber attacks, including the denial of service attacks that were widely
publicized in February. Distributed attack tools based on the client/server model have become
increasingly common. In recent months, there has been an increase in the development and use of
distributed network sniffers, scanners, and denial-of-service tools. Attacks using these tools can
involve a large number of sites simultaneously and be focused to attack one or more victim hosts
or networks.

Damaged systems include those used in the attack as well as the targeted victim. For the victim,
the impact can be extensive. For example, in a denial-of-service attack using distributed
technology, the attacked system observes simultaneous attacks from all the nodes at once—
flooding the network normally used to communicate and trace the attacks and preventing any
legitimate traffic from traversing the network.

There are indications that the processes for discovering vulnerable sites, compromising them,
installing daemons (programs used in the attack), and concealing the intrusion are largely
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automated, with each step being performed in “batch™ mode against many machines in one
“session.” Attack daemons have been discovered on a variety of operating systems with varying
levels of security and system management.

1t is critical to plan and coordinate before an attack to ensure an adequate response when an attack
actually happens. Since the attack methodology is complex and there is no single-point solution
or “silver bullet,” resolution and restoration of systems may be time-consuming. The bottom line
is that an organization’s systems may be subject at any time to distributed attacks that are
extremely difficult to trace or defend against. Only partial solutions are available.

Although an organization may be able to “harden” its own systems to help prevent having its
systems used as part of a distributed attack, there is essentially nothing a site can do with
currently available technology to prevent becoming a victim of, for example, a coordinated
network flood. The impact upon the site and its operations is dictated by the (in)security of other
sites and the ability of a remote attacker to implant the tools and, subsequently, to control and
direct multiple systems worldwide to launch an attack. The result may be reduced or unavailable
network connectivity for extended periods of time, possibly days or even weeks depending upon
the number of sites attacking and the number of possible attack networks that could be activated
in parallel or sequentially.

Coordinated attacks across national boundaries have occurred. The tools and attacks demonstrate
that a network that optimizes its technology for speed and reliability at the expense of security
may experience neither speed nor reliability, as intruders abuse the network or deny its services.
The intruder technology is evolving, and future tools may be more difficult to defeat.

Here are key points to note about distributed denial-of-service tools:

e Intruders compromise systems through other means and install DDoS tools.
* The DDoS tools often are equipped with a variety of different attack types.
s Computers that are compromised with DDoS tools are aggregated into networks.

¢ These networks act in unison to attack a single victim. Any computer on the Internet can be a
victim.
» The networks can be activated remotely at a later date by a “master” computer.

s Communication between the master computer and the networks can be encrypted and
obfuscated to make it very difficult to locate the master.

e Once activated, the tools typically proceed on their own. No further communication is
necessary on the part of the intruder—it is not possible to discover the master by tracing an
ongoing attack. However, there may be evidence on one or more of the machines in the
DDoS network regarding the true location of the master.

*  Attacks from the network to the victim typically employ techniques designed to obfuscate the
true location of the machines in the DDoS network. This makes it difficult to recognize the
traffic (and thus block it), to trace the traffic back from the victim to the nodes in the network,
and to analyze ap attack while it is in progress.

e There are no proactive technical steps an organization can take to prevent becoming a victim.
Everyone'’s security is intertwined. However, by preparing a response in advance, sites can
significantly diminish the impact. For information on preparing to respond to these attacks,
see the report on the results of a workshop that the CERT/CC organized in November 1999 to
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address the imminent threat posed by the tools:

http://www.cert.org/reports/dsit_workshop.html

e The tools are rapidly evolving but have not reached their full potential by any means.
e The magnitude of the attacks can overwhelm even the largest networks.

o Intruders are building networks of machines used in these attacks ranging in size from tens to
hundreds of machines. It is likely that some networks are much larger.

s The individual nodes in the network can be automatically updated by the master machines,
enabling rapid evolution of tools on an existing base of compromised machines.

® A variety of tools are available to detect DDoS tools. Each of these tools has weaknesses, and
none is 2 general-purpose solution. Some of these tools can be found at

http:/iwww fbi.gov/nipc/trinoo.htm
http://staff.washington.edu/dittrich/misc/stacheldraht.analysis

hitp://www iss.net/cgi-bin/dbt-display.exe/db,_data/press_rel/release/122899199.plt
http:/fwww.sans.org/y2k/stacheldraht.htm

e Currently, there is a nearly inexhaustible supply of computers with weli-known
vulnerabilities that intruders can compromise and install DDoS tools on. Additionally, many
networks are configured in a way that facilitates the obfuscation techniques used by intruders
to conceal their identity. Information about how to configure networks properly is available at

http://info.internet.isi.edu:80/in-notes/rfc/files/rfc2267 txt

»  An archive of DDoS tools can be found at

http:/fpacketstorm.securify.com/distributed/

e The CERT/CC published advisories and other documents about this topic; for
example,

http:/fwww.cert.org/advisories/CA-2000-01 htmi
hitp://www.cert.org/advisories/CA-99-17-denial-of-service-tools.html
hitp:/fwww.cert.org/tech_tips/denial_of_service.html

Role of the CERT/CC in Distributed Denial-of-Service Attacks

The CERT Coordination Center constantly monitors trends and watches for new attack
techniques and tools. As the attached timeline shows, we began seeing distributed denial-of-
service tools in early 1998. Denial-of-service attacks are not new. (See, for example, the attached
CERT advisories CA-96.21 on TCP “syn” flooding and CA-98.01 on “smurf” attacks, as well a
*“tech tip” on denial-of-service attacks, which the CERT/CC wrote for system administrators in
1997.)
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By fall 1999, it was evident that steps needed to be taken to deal with increasingly sophisticated
intruder tools before they—and attacks using them—became widespread. On November 2-4,
1999, the CERT/CC invited 30 experts from around the world to address the problem of network
attack tools that use distributed systems in increasingly sophisticated ways. During the
Distributed-Systems Intruder Tools (DSIT) Workshop, participants discussed a large number of
approaches to preventing, detecting, and responding to distributed attacks. The CERT/CC invited
people who could contribute technically to the solutions regardless of their position in their home
organization or their “political” stature in the community. Thus, the workshop effectively
provided a venue for experts around the world to share experiences, gain a common
understanding, and creatively brainstorm possible responses and solutions to this category of
attack before the dissemination of the attack tools—and the attacks themselves—became
widespread. A paper, Results of the Distributed-Systems Intruder Tools Workshop (attached), is
available on the CERT web site (www.cert.org). This paper explains the threat posed by these
intruder tools and provides suggestions for safeguarding systems from this type of malicious
activity.

The CERT/CC continues to collaborate with the participants who attended the workshop and with
an additional group of security experts to address the ongoing problem.

Earlier this month, Rich Pethia of the CERT/CC, Alan Paller of the SANS Institute, and Gene
Spafford of Purdue University, prepared a Consensus Roadmap for Defeating Distributed Denial
of Service Artacks (attached) for the Partnership for Critical Infrastructure Security. The most
current version can be found on the SANS Institute Web site (www.sans.org).

Recommended Solutions

The problem is serious and complex, and a combination of approaches must be used to reduce the
risks associated with the ever-increasing dependence on the Internet and the possibility of a
sustained attack on it. Effective solutions require multi-disciplinary and cross-domain cooperation
that includes information sharing and joint development of comprehensive solutions, as well as
support for a long-term research agenda.

Support an established center for collecting, analyzing, and disseminating
information assurance information.

The nature of threats to the Internet is changing rapidly and will continue to do so for the
foreseeable future. The combination of rapidly changing technology, rapidly expanding use, and
the continuously new and often unimagined uses of the Internet creates a volatile situation in
which the nature of threats and vulnerabilities is difficult to assess and even more difficult to
predict.

To help ensure the survivability of the Internet, and the information infrastructure as a whole, it is
essential to continuously monitor and analyze cybersecurity threats and vulnerabilities and to
identify trends in intrusion activity. The organization doing this should collect, analyze, and
report on quantity, trends, and character of cybersecurity incidents. To obtain the required
information, the organization must be well trusted throughout the community. Given the universal
concerns about privacy and confidentiality and the inherently voluntary nature of reporting, the
collection organization should be neither government nor commercial. Nor can it be responsible
for public policy, investigation, enforcement, or other activities perceived as conflicting.
Organizations that have suffered attacks are often unwilling to discuss their problems for fear of
loss of confidence by their customers.
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The CERT/CC is establishing an analysis center to expand its work of collecting and analyzing
information assurance data. The goals are to identify trends and to'develop detection and
mitigation strategies that provide high-leverage solutions to information assurance problems,
including countermeasures for new vulnerabilities and emerging threats. It takes advantage of the
information dissemination channels already in place at the CERT/CC.

The CERT Analysis Center extends current incident response capabilities by developing and
transitioning protective measures and mitigation strategies to defend against advanced forms of
attack before they are launched. Additionally, it provides the public and private sectors with
opportunities for much-needed collaboration and information sharing to improve cyber attack
defenses.

The strength of the CERT/AC will come from contributions across the information technology
community. SEI affiliate and visiting scientist programs provide an established model to integrate
the contribution of diverse participants. These programs bring together members of academic,
industry, and government organizations to address problems and meet common

needs. The center provides the means for private sector firms to collaborate with technical staff
from the CERT/AC on leading-edge information assurance research.

Research includes intruder tool analysis; that is, in-depth analysis of new and emerging cyber-
attack methods in order to develop defenses and countermeasures that can be deployed before
these new attack methods are widely used. Equally important is in-depth analysis of

information technology vulnerabilities and malicious code in order to develop techniques that are
effective at eliminating entire classes of vulnerabilities and entire families of malicious code.

Support the growth and use of global detection mechanisms.

Among the ways to gain a global view of threats are to use the experience and expertise of
incident response teams to identify new threats and vulnerabilities. The incident response tearn at
the CERT/CC and other response tearns have demonstrated their effectiveness at discovering and
dealing with vulnerabilities and incidents. Ongoing operation and expansion of open, wide area
networks will benefit from stronger response teams and response infrastructures.

Similarly, it is important to encourage Internet service providers to develop security incident
response teams and other security improvement services for their customers. Many network
service providers are well positioned to offer security services to their clients. These services
should include helping clients install and operate secure network connections as well as
mechanisms to rapidly disseminate vulnerability information and corrections.

Support education and training to raise the level of security.

As noted earlier, the security of each system on the Internet depends on the security of all other
systems on the network. The interconnectedness and interdependency of systems pose a serious
threat to commerce.

The combination of easy access and user-friendly interfaces have drawn users of all ages and
from all walks of life. As aresult, many users of the Internet who have no more understanding of
the technology than they do of the engineering behind other infrastructures. Similarly, many
system administrators lack adequate knowledge about the network and about security, even while
the Internet is becoming increasingly complex and dynamic. To encourage “safe computing,”
there are steps we believe the government could take:
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» Support the development of educational material and programs about cyberspace for
all users, both adults and children. There is a critical need for education and increased
awareness of the characteristics, threats, opportunities, and appropriate behavior in
cyberspace. This need goes far beyond protecting children from pornography. It relates to
how quickly cyberspace will be developed, to how rapidly and effectively cyberspace will be
exploited for social and economic benefit, and to what influences will drive the economic,
social, and political directions in cyberspace.

In particular, support programs that provide early training in security practices and
appropriate use. This training should be integrated into general education about computing.
Children should learn early about acceptable and unacceptable behavior when they begin
using computers just as they are taught about acceptable and unacceptable behavior when
they begin using libraries.! Although this recommendation is aimed at elementary and
secondary school teachers, they themselves need to be educated by security experts and
professional organizations. Parents need be educated as well and should reinforce lessons in
security and behavior on computer networks.

o Invest in awareness campaigns that stress the need for security training for system
administrators, network managers, and chief information officers. Building, operating,
and maintaining secure networks are difficult tasks; and there are few educational and
training programs that prepare people to perform them. Training will also enhance the ability
of administrators and managers to use available technology for configuration management,
network management, auditing, intrusion detection, firewalls, guards, wrappers, and

cryptography.

Furthermore, the increasing need for such roles in organizations of many sizes and
descriptions has led to assigning information security responsibilities to inexperienced
personnel with little or no training. In the short term, the greatest need is for short “how to”
and “what to be aware of” courses. In the long term, there should be undergraduate-level or
master’s-level specialties in network and information security.

Support research and development in the areas of security and survivability of
unbounded systems’ architectures with distributed control.

It is critical to maintain a long-term view and invest in research toward systems and operational
techniques that yield networks capable of surviving attacks while protecting sensitive data. In
doing so, it is essential to seek fundamental technological solutions and to seek proactive,
preventive approaches, not just reactive, curative approaches. The research agenda should seek
new approaches to system security. These approaches should include design and implementation
strategies, recovery tactics, strategies to resist attacks, survivability trade-off analysis, and the
development of security architectures. Among the activities should be these:

e Develop science-based engineering methods for information assurance specification and
design through innovative adaptation of existing formal specification theory originally
developed for other purposes.

+ Develop prototype tools to assess information assurance properties of specifications and
designs by adapting core algorithms of existing theory-based analytical tools that were
originally developed for other purposes.

'National Research Council, Computers at Risk: Safe Computing in the Information Age, National
Academy Press, 1991, recommendation 3¢, p. 37,
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* Leverage past investment that has produced an extensive, but little used, body of knowledge
in rigorous methods for system analysis and design in general, and for security and
survivability in particular. Work needs to be done to extend and unify previous research to
deal with new problems of information assurance in 2 coherent and integrated manner, and to
make innovative use of existing research, technology, and tools.

Conclusion

The Internet has proven to be an engine that is driving a revolution in the way government,
companies, and individuals conduct their business. Capitalizing Internet opportunities, however,
brings a new set of risks—risks that must be effectively managed. Because of the
interconnectedness and interdependence among computer systems on the Internet, the security of
each system depends on the security of all other systems on the network. For the United States to
thrive on the Internet, cyber security efforts need to focus on reporting and monitoring threats and
vulnerabilities, education and training, and research and development.
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Synopsis of Richard D. Pethia’s Testimony
to the Subcommittee on Government Management,
Information, and Technology
March 9, 2000

Rich Pethia is the director of the CERT® Centers, which are part of the Software Engineering Institute at
Carnegie Mellon University, Pittsburgh, Pennsylvania.

CERT/CC — trusted, neutral, authoritative source of network security information and expertise

The CERT/CC was established in 1988, after an Internet “worm” became the first Internet
security incident to make beadline news, serving as a wake-up call for Internet security. The
CERT/CC was operational less than two weeks later.

Since 1988, the CERT/CC has responded to 24,000 computer security incidents and analyzed
1,500 vulnerabijlities. In 1999 alone, it handled 8,000 incidents.

The CERT/CC constantly monitors trends and watches for new attack techniques and tools.
The CERT/CC coordinated the private-public sector effort to address distributed denial-of-
service (DDaS) intruder tools prior to the recent attacks.

Factors Affecting Security

The security of each system on the Internet depends on the security of all other systems on the
network. The interconnectedness and interdependency of systems pose a serious threat.

The Internet was not originally designed with security in mind, so it is difficult to ensure the
integrity, availability, and privacy of information.

The Internet was designed to be “open,” with distributed control and mutual trust among users —
o central authority or control.

Security issues are not well understood and are rarely given high priority by software developers,
vendors, network managers, or consumers.

The sophisticated developers of intruder programs package their tools into user-friendly forms and
make them widely available. As a result, even unsophisticated intruders can use them.

Bottom line: Cyber attacks will continue with more frequency and more severity.

Recommended Actions to Address Threats to Network Security

Cyber security efforts needed for US government and business to operate on the Internet should
include increased and sustained resources to
e support public-private collaborations, such as those by the CERT/CC
monitor and report threats, vulnerabilities, and trends
transfer security knowledge through education and training
research solutions to the complex problems of security and survivability
provide trusted, imrmediate, and expert response to security problems

LI I 1

The CERT Coordination Center stands ready to work with Congress, federal agencies and departments,
industry, academia, and the world-wide network of other incident response teams to address this serious
problem.
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Meet the CERT® Coordination Center

Overview

The CERT Coordination Center (CERT/CC) is located at the Software Engineering Institute
(SEI), a federally funded research and development center at Carnegie Mellon University in
Pittsburgh, Pennsylvania. Following the Internet Worm incident, which brought 10 percent of
Internet systems to a halt in November 1988, the Defense Advanced Research Projects Agency
(DARPA) charged the SEI with setting up a center to coordinate communication among experts
during security emergencies and to help prevent future incidents. Since then, the CERT/CC has
helped to establish other response teams and our incident handling practices have been adopted
by more than 80 response teams around the world.

While we continue to respond to security incidents and analyze product vulnerabilities, our role
has expanded over the years. Each year, commerce, government, and individuals grow
increasingly dependent on networked systems. Along with the rapid increase in the size of the
Internet and its use for critical functions, there have been progressive changes in intruder
techniques, increased amounts of damage, increased difficulty of detecting an attack, and
increased difficulty of catching the attackers. To better manage these changes, the CERT/CC is
now part of the larger SEI Networked Systems Survivability Program, whose primary goals are
to ensure that appropriate technology and systems management practices are used to resist
attacks on networked systems and to limit damage and ensure continuity of critical services in
spite of successful attacks ("survivability").

To accomplish our goals, we focus our efforts on the following areas of work: survivable
network management, survivable network technology, incident response, incident and
vulnerability analysis, knowledgebase development, and courses and seminars.

We are also committed to increasing awareness of security issues and helping organizations
improve the security of their systems. Therefore, we disseminate information through several
channels.

Areas of Work

Survivable Network Management

Our survivable network management effort focuses on publishing security improvement
practices, developing a self-directed method for organizations to improve the security of their
network computing systems, and defining an adaptive security improvement process.

Security improvement practices provide concrete, practical guidance that will help organizations
improve the security of their networked computer systems. These practices are published as
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security improvement modules and focus on best practices that address important problems in
network security. We have published seven modules, incorporating more than 80 recommended
practices and technology-specific implementations. A complete list of the modules, practices,
and implementations can be found on the CERT/CC Web site at

http://www.cert.org/security-improvement/

Our self-directed security evaluation method will give organizations a comprehensive, repeatable
technique that can be used to identify risk in their networked systems and keep up with changes
over time. The method takes into consideration assets, threats, and vulnerabilities (both
organizationally and technologically) so that the organization gains a comprehensive view of the
state of its systems’ security.

Additionally, the adaptive security management process, that we have under development, builds
on and incorporates our work on security practices and self-directed security evaluations. The
adaptive process presents a structure that an organization can use to develop and execute a plan
for continuously improving the security of its networked systems.

Survivable Network Technology

In the area of survivable network technology, we are concentrating on the technical basis for
identifying and preventing security flaws and for preserving essential services if a system is
penetrated and compromised. Approaches that are effective at securing bounded systems
(systems that are controlled by one administrative structure) are not effective at securing
unbounded systems such as the Internet. Therefore, new approaches to system security must be
developed. They include design and implementation strategies, recovery tactics, strategies to
resist attacks, survivability trade-off analysis, and the development of security architectures. This
work draws on the vast collection of incident data collected by the CERT/CC. For introductory
information, technical reports, and more, see

http://www.cert.org/research

Incident Response

We provide assistance to computer system administrators in the Internet community who report
security problems. When a security breach occurs, we help the administrators of the affected
sites to identify and correct the vulnerabilities that allowed the incident to occur. We will also
coordinate the response with other sites affected by the same incident. When a site specifically
requests, we will facilitate communication with law enforcement agencies.

Since our inception in 1988, we have received more than 260,000 email messages and 17,600
hotline calls reporting computer security incidents or requesting information. We have handled
more than 24,300 computer security incidents and received more than 1,500 vulnerability
reports.

The scale of emerging networks and the diversity of user communities make it impractical for a
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single organization to provide universal support for addressing computer security issues.
Therefore, the CERT/CC staff regularly works with sites to help them form incident response
teams and provides guidance to newly formed teams.

FedCIRC - We are responsible for the day-to-day operations of FedCIRC, the Federal -Computer
Incident Response Capability, an organization that provides incident response and other security-
related services to Federal civilian agencies. FedCIRC is managed by the General Services
Administration (GSA).

More information about FedCIRC is available from http://www .fedcirc.gov/. Federal agencies
can contact FedCIRC by sending email to fedcirc-info@fedcirc.gov or by calling the FedCIRC
Management Center at (202) 708-5060. To report an incident, affected sites should send email to
fedcirc @fedcirc.gov or phone the FedCIRC hotline at (888) 282-0870.

Incident and Vulnerability Analysis

Our ongoing computer security incident response activities help the Internet community to deal
with its immediate problems while allowing us to understand the scope and nature of the
problems and of the community’s needs. Our understanding of current security problems and
potential solutions comes from first-hand experience with compromised sites on the Internet and
subsequent analysis of security incidents, intrusion techniques, configuration problems, and
software vulnerabilities.

The CERT/CC has become a major reporting center for incidents and vulnerabilities because we
have an established reputation for discretion and objectivity. Organizations trust us with sensitive
information about security compromises and network vulnerabilities because we have proven our
ability to keep their identities and other sensitive information confidential. Our connection with
the Software Engineering Institute and Carnegie Mellon University contributes to our ability to
be neutral, enabling us to work with commercial competitors and government agencies without
bias. As a result of the community’s trust, we are able to obtain a broad view of incident and
vulnerability trends and characteristics.

When we receive a vulnerability report, our vulnerability experts analyze the potential
vulnerability and work with technology producers to inform them of security deficiencies in their
products and to facilitate and track their response to these problems. Another source of
vulnerability information comes from incident analysis. Repeated incidents of the same type
often point to the existence of a vulnerability and, often, the existence of public information or
automated tools for exploiting the vulnerability.

To achieve long-term benefit from vulnerability analysis, we have begun to identify the
underlying software engineering and system administration practices that lead to vulnerabilities
and, conversely, practices that prevent vulnerabilities. We will broadly disseminate this
information to practitioners and consumers and influence educators to include it in courses for
future software engineers and system administrators. Only when software is developed and
installed using defensive practices will there be a decrease in the expensive, and often haphazard,
reactive use of patches and workarounds.
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Knowledgebase Development

We are developing a knowledgebase that will help to capture and effectively use information
related to network survivability and security. The work includes developing processes and tools
to support the increasing complexity of handling incidents, analyzing vulnerabilities, and
managing the volume of information that is essential to the CERT/CC mission. We are forming
collaborative relationships with other organizations to support this work.

Education and Training

We offer public training courses for technical staff and managers of computer security incident
response teams (CSIRTs) as well as for system adminstrators and other technical personel
interested in learning more about network security. In addition, several CERT/CC staff members
teach courses in the Information Security Management specialization of the Master of
Information Systems Management program in the H. J. Heinz III School of Public Policy and
Management at Carnegie Mellon University. For more information, see

http://www.cert.org/training/index.html
Information Dissemination

To increase awareness of security issues and help organizations improve the security of their
systems, we collect and disseminate information through multiple channels:

e telephone and email
hotline: (412) 268-7090

email:cert@cert.org
mailing list: cert-advigory-request@cert.org

e USENET newsgroup: comp.security.announce
e World Wide Web: http://www.cert.org

e anonymous FTP:fip://ftp.cert.org/pub/

Since beginning operation in 1988, the we have handled more than 17,600 hotline calls and
260,600 mail messages. We have published 290 security alerts (advisories, vendor-initiated
bulletins*, incident notes, vulnerability notes, and CERT summaries).

* Publication of vendor-initiated bulletins was discontinued in 1999.
Publications

Advisories - CERT/CC advisories address Internet security problems. They offer an explanation
of the problem, information that helps you determine if your site has the problem, fixes or
workarounds, and vendor information. Among the criteria for developing an advisory are the
urgency of the problem, potential impact of intruder exploitation, and the existence of a software
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patch or workaround. On the day of release, we send advisories to a mailing list, post them to the
USENET newsgroup comp.security.announce and make them available on the CERT Web site at
http://www.cert.org/advisories/.

CERT Summaries - We publish the CERT Summary as part of our ongoing efforts to-
disseminate timely information about Internet security issues. The summary is typically
published four to six times a year. The primary purpose of the summary is to call attention to the
types of attacks currently being reported to the CERT/CC. Each summary includes pointers to
advisories or other publications that explain how to deal with the attacks. Summaries are
distributed in the same way as advisories.

Incident Notes and Vulnerability Notes - We publish two web documents, Incident Notes and
Vulnerability Notes, as an informal means for giving the Internet community timely information
relating to the security of its sites. Incident Notes describe current intruder activities that have
been reported to the CERT/CC incident response team. Vulnerability Notes describe weaknesses
in Internet-related systems that could be exploited but that do not meet the criteria for advisories.

Security Improvement Modules - Security Improvement Modules address an important but
narrowly defined problem in network security. They provide concrete, practical guidance that
will help organizations improve the security of their network computer systems. The modules are
available on the CERT Web site at http://www.cert.org/security-improvement/. We have
published, in Web form only, technology-specific implementation details for the modules.

Other security information - We capture lessons learned from incident handling and
vulnerability analysis and make them available to users of the Internet through a web site archive
of security information and products. These include answers to frequently asked questions, a
security checklist, "tech tips" for system administrators, research and technical reports, and a
handbook for new computer security incident response teams (CSIRTSs).

Advocacy and Other Interactions with the Community

The CERT/CC has the opportunity to advocate high-level changes that improve Internet security
and network survivability. Additionally, CERT/CC staff members are invited to give
presentations at conferences, workshops, and meetings. These activities enhance the
understanding of Internet security and related issues.

Forum of Incident Response and Security Teams (FIRST) - FIRST is a coalition of individual
response teams around the world. Each response team builds trust within its constituent
community by establishing contacts and working relationships with members of that community.
These relationships enable response teams to be sensitive to the distinct needs, technologies, and
policies of their constituents. FIRST members collaborate on incidents that cross boundaries, and
they cross-post alerts and advisories on problems relevant to their constituents.

The CERT/CC was a founding member of FIRST, and staff members continue to be active
participants in FIRST. A current list of FIRST members is available from www.first.org/team-
info/. More than 80 teams belonged to FIRST, and membership applications for additional teams
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are pending.
Internet Engineering Task Force

Members of our staff influence the definition of Internet protocols through participation in the
Internet Engineering Task Force (IETF); a member of our staff sits on the Security Area
Advisory Group to ensure that the CERT/CC perspective is brought to bear on all new standards
activities.

Vendor Relations

We work closely with technology producers to inform them of security deficiencies in their
products and to facilitate and track their response to these problems. Staff members have worked
to influence the vendors to improve the basic, as shipped, security within their products and to
include security topics in their standard customer training courses. We interact with more than
100 vendors, as well as developers of freely available software such as sendmail and BIND.

Vendors often provide information to the CERT/CC for inclusion in advisories.
External Events

CERT/CC staff members are regularly invited to give presentations at conferences, workshops,
and meetings. We have found this to be an excellent tool to educate attendees in the area of
network information system security and incident response.

Media Relations

Intemnet security issues increasingly draw the attention of the media. The headlines, occasionally
sensatjonal, report only a small fraction of the events that are reported to the CERT/CC. Even so,
accurate reporting on security issues can raise the awareness of a broad population to the risks
they face on the Internet and steps they can take to protect themselves. Ultimately, the increased
visibility of security issues may lead consumers to demand increased security in the computer
systems and network services they buy.

In the course of a year, the CERT/CC is referred to in major U.S. newspapers and in a variety of
other publications, from the Chronicle of Higher Education to IEEE Computer. Our staff gives
interviews to a selected number of reporters, under the guidance of the SEI public affairs
manager.

In 1999, the CERT/CC has been covered in radio, television, print, and online media around the
world, including US News and World Report, USA Today, the San Jose Mercury News, The New
York Times, The Wall Street Journal, The Washington Post, the Chicago Sun-Times, The Toronto
Star, the Ottowa Citizen, Agence France Presse, Deutsche Presse-Agentur, the Xinhua News
Agency, MSNBC, Ziff-Davis ZDNET, BBC London, National Public Radio, ABC, CNN, NBC,
and more.
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Appendix A: The CERT/CC Charter

The CERT/CC is chartered to work with the Internet community in detecting and resolving
computer security incidents, as well as taking steps to prevent future incidents. In particular, our
mission is to

s Provide a reliable, trusted, 24-hour, single point of contact for emergencies.
e Facilitate communication among experts working to solve security problems.

e Serve as a central point for identifying and correcting vulnerabilities in computer
systems.

e Maintain close ties with research activities and conduct research to improve the security
of existing systems.

o Initiate proactive measures to increase awareness and understanding of information
security and computer security issues throughout the community of network users and
service providers.

Appendix B: The CERT/CC and the Internet Community

The CERT/CC operates in an environment in which intruders form a well-connected community
and use network services to quickly distribute information on how to maliciously exploit
vulnerabilities in systems. Intruders dedicate time to developing programs that exploit
vulnerabilities and to sharing information. They have their own publications, and they regularly
hold conferences that deal specifically with tools and techniques for defeating security measures
in networked computer systems.

In contrast, the legitimate, often overworked, system administrators on the network often find it
difficult to take the time and energy from their normal activities to stay current with security and
vulnerability information, much less design patches, workarounds (mitigation techniques), tools,
policies, and procedures to protect the computer systems they administer.

In helping the legitimate Internet community work together, we face policy and management
issues that are perhaps even more difficult than the technical issues. For example, one challenge
we routinely face concerns the dissemination of information about security vulnerabilities. Our
experience suggests that the best way to help members of the network community to improve the
security of their systems is to work with a group of technology producers and vendors to develop
workarounds and repairs for security vulnerabilities disclosed to the CERT/CC. To this end, in
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the absence of a major threat, we do not publicly disclose vulnerabilities until a repair or
workaround has been developed.

Copyright 2000 Carnegie Mellon University. Conditions for use, disclaimers, and sponéorship
information can be found in http://www.cert.org/legal stuff/legal stuff html.

* CERT is registered in the U.S. Patent and Trademark Office

Last updated February 16, 2000

CERT Coordination Center description
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A Chronology of CERT® Coordination Center Involvement with
Distributed Denial-of-Service Tools

The CERT® Coordination Center (CERT/CC) has handled ongoing reports of intruders installing
distributed denial-of-service (DD0oS) intruder toals. The tools that we have encountered use
distributed technology to create large networks of hosts capable of launching large coordinated
packet flooding denial-of-service attacks. We have seen distributed tools installed on hosts that
have been compromised through the exploilation of known vulnerabilities. In particular, various
RPC services have been exploited.

Since the use of DDoS tools was first detected, we have been engaged in collaboration with
technical experts from around the world to develop mitigation strategies. A brief chronology of
CERT/CC activily follows.

= Early 1998
The CERT/CC begins to see signs of the use of distributed systems in tools such as “Fapi.”
Reports of its use “in the wild” first begin to surface.

= Lale July 1898 .
The CERT/CC begins recaiving reports of sites finding Trinoo "daemons” {and have
continued to receive reports as of the date of this chronology).

» 09 September 1999
A discussion of DSoS appears in an issue of the *hacker” magazine Phrack (Vol 9, 1ssue 55,
File 09 and Vol 8, Issue 55, File 16).
Please see hitp/fiwww.phrack.com/search.phtmi?issueno=55&r=0

= October 1999
The CERT/CC begins receiving reports of sites finding Tribal Flood Net (TFN) "daemons”
(and have continued to receive reports).

= 01 October 1999
The CERT/CC issues a special communication’ (SC-89.41) describing Trinoo activity.

» 08 October 1999 '
The CERT/CC issues another special communication (SC-99.42) describing Trinoo activity in
further detail as well as distributed sniffer activity.

= 25 October 1989
The CERT/CC publishes an incident note (IN-99-06: Distributed Network Sniffer} on reports
of distributed tools being used to exploit systems.
Please see attached or hitp:/fwww.cert.org/incident_notes/IN-99-06.htm!

»  02-04 November 1989
The CERT/CC hosts the Distributed-Systems Intruder Tools {DSIT} Workshop in Pitisburgh.
Please see attached or hitp://www.cert.org/reports/dsit_workshop.pdf

= 18 November 1999
The CERT/CC publishes an incident note (IN-99-07: Distributed Denial of Service Tools) on
reports of DSIT being used to exploit systems.
Please see attached or hitp./www.cert.orglincident_notes/IN-99-07 . htmi

! Special Communications are informal descriptions of probiems, which we send to CERT/CC sponsors,

CERT/CC chronology- DDoS 1
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08 December 1999

The CERT/CC publishes a report (Results of the Distributed Systems Intruder Tools
Workshop) produced by participants in the DSIT Workshop.

Please see attached or hitp://www.cert.org/reports/dsit_workshop.html

20 December 1999
The CERT/CC issues a special communication (SC-99.54) describing Tribal Flood Net 2000
(TFN2K).

22 December 1999
The CERT/CC issues another special communication (SC-99.55) further describing TFN2K
activity.

23 December 1999
The CERT/CC issues a special communication (SC-99.56) with updated information on
TFN2K activity and one on another denial-of-service attack method (SC-89.57).

27 December 1999
The CERT/CC issues a special communication (SC-99.58) providing information regarding
TFN2K and Mac Attack.

28 December 1999
The CERT/CC issues advisory CA-89-17 discussing denial-of-service tools.
Please see attached or http://www.cert.org/advisories/CA-99-17.htmi

31 December 1999
The CERT/CC issues two special communications (SC-99.59 and SC-99.59a) on
Stacheldraht and one {SC-99.60) update on denial-of-service activities.

3 January 2000

The CERT/CC publishes advisory CA-2000-01 describing recent developments in denial-of-
service attacks, sending a preliminary version early in the day in a Special Communication to
sponsors (SC-2000.01).

Please see attached or http://www.cert.org/advisories/CA-2000-01.htm/

7 January 2000
The CERT/CC issues a special communication (SC-2000.01) providing an update on denial-
of-service attacks.

9 January 2000
Another update on denial-of-service attacks is issued in special communication SC-2000.08.

10 January 2000
The CERT/CC issues a special communication to sponsors (SC-2000.09) discussing packet
processing performance issues.

18 January 2000
The CERT/CC issues a special communication (SC-2000.11) on another possible distributed
denial-of-service tool.

28 February 2000

The CERT/CC publishes an incident note (IN-2000-01) on Windows-based distributed denial-
of-service agents.

Please see attached or hitp://www.cert.org/incident_notes/IN-2000-01.htm/

CERT/CC chronology- DDoS 2
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CERT® Incident Note IN-2000-01

Windows Based DDOS Agents
Date: Monday February 28, 2000

Description:

We have received reports indicating intruders are beginning to deploy and utilize windows based
denial of service agents to launch distributed denial of service attacks. On Feburary 16th we
began receiving reports of a program called "service.exe” that appears to be a Windows version
of grinoco. This program listens on UDP port 34555. More details about this tool are available on
Gary Flynn’s web site at:

http://www.jmu.edw/info-security/engineering/issues/wintrino.htm

We have seen two almost identical versions of the "service.exe” program to date (ihey vary by 12
bytes but produce the same results for strings(1)). The binaries we have seen have one of the
following MD3 checksums:

MDS3 (service.exe) = 03f658987d7ac07e736c13b8beeZe616
MD5 (service.exe) = 1d4518425ef969¢bad0091e330921757

In at least one incident, machines runing the "service.exe" program were also running
backoriface. We have also received reports of administrators finding other "remote
administration” intruder tools on machines that were running "service.exe”.

Note that the tool TEN2K, first released in December 1999, will run on Windows NT. The
existance of distributed denial of service tools for Windows platforms is not new; however, we
are beginning to receive reports of these tools being installed on compromised systems.

Impact:

Windows machines have been used as intermediaries in various types of denial of service attacks
for years; however, the development and deployment of the technology to use Windows
machines as agents in a distributed denial of service attacks represents an overall increase in the
threat of denial of service attacks.

Selution:

Standard safe computing practices will prevent intruders from installing the service.exe program
on your machine(s).

* Don't run programs of unknown origin, regardless of who sent you the program.
Likewise, dont send programs of unknown origin to your friends or coworkers simply
because they are amusing -- it might be a Trojan horse.
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e Before opening any email attachments, be sure you know what the source of the
attachment was. It is not enough that the mail originated from an address you recognize.
The Melissa virus spread precisely because it originated from a familiar address.
Malicious code might be distributed in amusing or enticing programs. If you must open
an attachment before you can verify the source, do so in an isolated environmerit. If you
are unsure how to proceed, contact your local technical support organization.

e Be sure your anti-virus software is, and remains, up-to-date.

e Some products, such as Microsoft Office, Lotus Notes and others, include the ability to
execute code embedded in documents. For any such products you use, disable the
automatic execution of code embedded in documents. For example, in Microsoft Word
97, enable the "Macro Virus Protection" feature by choosing Tools-Options-General and
selecting the appropriate checkbox. In Lotus Notes 4.6, set a restrictive Execution
Control List (ECL) by setting the options found in File-Tools-User Preferences-Security
Options to restrict the execution of code to trusted signers. For other products, consult
your documentation.

e Use data-integrity tools. Data-integrity tools use strong cryptography to help you
determine which files, if any, may have changed on a system. This may be crucial
information to determine the most appropriate response to a security event. The use of
these tools requires that they be installed before a security event has taken place.

s Avoid the use of MIME types that cause interpreters or shells to be invoked.

e Be aware of the risks involved in the use of "mobile code" such as Active X, Java, and
JavaScript. It is often the case that electronic mail programs use the same code that web
browsers use to render HTML. Vulnerabilities that affect ActiveX, Java, and Javascript
often are applicable to electronic mail as well as web pages.

Author: Jed Pickel

This document is available from: http://www.cert.org/incident notes/IN-2000-01.html

CERT/CC Contact Information

Email: cert@cert.org

Phone: +1 412-268-7090 (24-hour hotline)
Fax: +1 412-268-6989

Postal address:

CERT® Coordination Center
Software Engineering Institute
Carnegie Mellon University
Pittsburgh PA 15213-3890
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US.A

CERT personnel answer the hotline 08:00-20:00 EST(GMT-5) / EDT(GMT-4) Monday through
Friday; they are on call for emergencies during other hours, on U.S. holidays, and on weekends.

Using encryption

We strongly urge you to encrypt sensitive information senit by email. Our public PGP key is
available from

http:/fwww.cert.org/CERT PGP.key

If you prefer to use DES, please call the CERT hotline for more information.
Getting security information
CERT publications and other security information are available from our web site

http:/fwww.cert.org/

To be added to our mailing list for advisories and bulletins, send email to gert-advisory-
request@cert.org and include SUBSCRIBE your-email-address in the subject of your message.

Copyright 1999 Carnegie Mellon University.
Conditions for use, disclaimers, and sponsorship information can be found in

httpfwww cert.org/legal stuff.huml

* "CERT" and "CERT Coordination Center” are registered in the U.S. Patent and Trademark
Office.

NO WARRANTY

Any material furnished by Carnegie Mellon University and the Software Engineering
Institute is furnished on an "as is" basis. Carnegie Mellon University makes no warranties
of any kind, either expressed or implied as to any matter including, but not limited to,
warranty of fitness for a particular purpose or merchantability, exclusivity or results
obtained from use of the material. Carnegie Mellon University does not make any warranty
of any kind with respect to freedom from patent, trademark, or copyright infringement.



71

CERT® Advisory CA-2000-01 Denial-of-
Service Developments '

This advisory is being published jointly by the CERT Coordination Center and the
Federal Computer Incident Response Capability (FedCIRC).

Original release date: January 3, 2000
Source: CERT/CC and FedCIRC

Systems Affected

« All systems connected to the Intemnet can be affected by denial-of-service
attacks.

l. Description
Continued Reports of Denial-of-Service Problems

We continue to receive reports of new developments in denial-of-service tools. This
advisory provides pointers to documents discussing some of the more recent attacks
and methods to detect some of the tools currently in use. Many of the denial-of-service
tools currently in use depend on the ability of an intruder to compromise systems first.
That is, intruders exploit known vulnerabilities to gain access to systems, which they
then use to launch further attacks. For information on how to protect your systems, see
the solution section below.

Security is a community effort that requires diligence and cooperation from all sites on
the Internet.

Recent Denial-of-Service Tools and Developments
One recent report can be found in CERT Advisory CA-99-17.

A distributed denial-of-service tool called "Stacheldraht" has been discovered on
multiple compromised hosts at several organizations. In addition, one organization
reported what appears to be more than 100 different connections to various
Stacheldraht agents. At the present time, we have not been able to confirm that these
are connections to Stacheldraht agents, though they are consistent with an analysis
provided by Dave Dittrich of the University of Washington, available at

hitp://staff. washingion.edu/dittrich/misc/stacheldraht.analysis

Also, Randy Marchany of Virginia Tech released an analysis of a TFN-like toolkit,
available at
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hitp:/fwww. sans.ora/v2i/ TEN toolkit.him

The 1SS X-Force Security Research Team published information about tin00 and TFN
in their December 7 Advisory, available at

hitp/ixforce. jss.net/alens/advised0.ohp3

A general discussion of denial-of-service attacks can be found in a CERT/CC Tech Tip
available at

http/www cerf.orgitech tips/denial of service.himi

Il. Impact

Denial-of-service attacks can severely limit the ability of an organization to conduct
normal business on the Internet.

lil. Solution
Solutions to this problem fall into a variety of categories.
Awareness

We urge all sites on the Internet to be aware of the problems presented by denial-of-
service attacks. In particular, keep the following points in mind:

+ Security on the Internet is a community effort. Your security depends on the
overall security of the Internet in general. Likewise, your security (or lack thereof)
can cause serious harm to others, even if intruders do no direct harm to your
organization. Similarly, machines that are not part of centralized computing
facilities and that may be managed by novice or pari-lime system administrators
or may be unmanaged, can be used by intruders to inflict harm on others, even if
those systems have no strategic value to your organization,

» Systems used by intruders to execute denial-of-service attacks are often
compromised via well-known vulnerabilities. Keep up-to-date with paiches and
workarounds on all systems.

» Intruders often use source-address spoofing to conceal their location when
executing denial-of-service attacks. We urge all sites to implement ingress
filtering to reduce source address spoofing on as many routers as possible. For
mare information, see RFC2267.

» Because your security is dependent on the overall security of the Intemnet, we
urge you to consider the effacts of an extended network or system outage and
make appropriate contingency plans where possible,

+ Responding to a denial-of-service attack may require the cooperation of muitiple
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parties. We urge all sites to develop the relationships and capabilities described
in the results of our recent workshop before you are a victim of a distributed
denial-of-service attack. This document is available at

hitpHwww cert.org/reports/dsit workshop . pdf

Detection

A variety of tools are available to detect, eliminate, and analyze distributed denial-of-
service tools that may be installed on your network.

The National Infrastructure Protection Center has recently announced a tool to detect
in00 and TFN on some systems. For more information, see

hitoywwe fhi.govinipe/rinoo.him

Part of the analysis done by Dave Dittrich includes a Perl script named gag which can
be used 10 detect stacheidraht agents running on your local network. See Appendix A of
that analysis for more information.

internet Security Systems released updates to some of their tools to aid sites in
detecting trin00 and TFN. For more information, see

hitoAwww.iss.netegi-bin/dbt-display.exe/db _data/press relirelease/1228991808,06

Prevention

We urge ali sites to follow sound security practices on all internet-connected systems.
For helpful information, please see

httpfwww. cert.org/security-improvement

hitp:/fwww.sans.org
Response
For information on responding to intrusions when they do occur, please see

hitp:/www.cert.org/navirecovering htmi

hitp/fwww.sans. orgewlook/publicationsfincident handling him

The United States Federal Bureau of Investigation is conducting criminal investigations
involving TFN where systems appears to have been compromised. U.S. recipients are
encouraged to contact their local FBI Office.

We thank Dave Dittrich of the University of Washington, Randy Marchany of Virginia
Tech, Intermnet Security systems, UUNet, the hup:/fwww v2k.gov/Y2K-ICC, the National
infrastructure Protection Center, Alan Paller and Steve Northeutt of The SANS Instilute,
The MITRE Corporation, Jeff Schiller of The Massachusetts Institute of Technology, Jim
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Ellis of Sun Microsystems, Vern Paxson of Lawrence Berkeley National Lab, and
Richard Forno of Network Solutions.

This document is available from: hitp//www.cert.crg/advisories/CA-2000-01 himl

CERT/CC Contact Information

Email: ced @cert.org
Phone: +1 412-268-7090 (24-hour hotline)

Fax: +1 412-268-6989
Postal address:

CERT® Coordination Center
Software Engineering Institute
Carnegie Mellon University
Pittsburgh PA 15213-3890
U.SA.

CERT personnel answer the hotline 08:00-20:00 EST(GMT-5) / EDT(GMT-4) Monday
through Friday; they are on call for emergencies during other hours, on U.S. holidays,
and on weekends.

Using encryption

We strongly urge you to encrypt sensitive information sent by email. Our public PGP
key is available from

hitp:/fwww.cert.org/CERT PGP .key

If you prefer to use DES, please call the CERT hotline for more information.
Getting security information
CERT publications and other security information are available from our web site

hitp:/www . cert.org/

To be added to our mailing list for advisories and bulletins, send email to cert-advisory-
request@cert.org and include SUBSCRIBE your-email-address in the subject of your
message.

Copyright 2000 Carnegie Mellon University.
Conditions for use, disclaimers, and sponsorship information can be found in

hito/www .cert.org/legal stuff.mmil

* "CERT" and "CERT Coordination Center" are registered in the U.S. Patent and
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Trademark Office.

NO WARRANTY

Any material furnished by Carnegie Mellon University and the Software
Engineering Institute is furnished on an “as is" basis. Carnegie Mellon University
makes no warranties of any kind, either expressed or implied as to any matter
including, but not limited to, warranty of fitness for a particular purpose or
merchantability, exclusivity or results obtained from use of the material. Carnegie
Mellon University does not make any warranty of any kind with respect to
freedom from patent, trademark, or copyright infringement.
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CERT® Advisory CA-99-17 Denial-of-Service
Tools

Original release date: December 28, 1999, 15:00 EST (GMT -0500)
Last Updated: December 28, 1999, 20:00 EST (GMT -0500)
Source: CERT/CC

A complete revision history is at the end of this file.

Systems Affected

e All systems connected to the Internet can be affected by denial-of-service attacks. Tools
that run on a variety of UNIX and UNIX-like systems and Windows NT systems have
recently been released to facilitate denial-of-service attacks. Additionally, some MacOS
systems can be used as traffic amplifiers to conduct a denial-of-service attack.

L. Description
New Distributed Denial-of-Service Tools

Recently, new techniques for executing denial-of-service attacks have been made public. A tool
similar to Tribe FloodNet (TEN), called Tribe FloodNet 2K (TFN2K) was released. Tribe

FloodNet is described in http://www.cert.org/incident notes/IN-99-07 html#tfn.

Like TEN, TEN2K is designed to launch coordinated denial-of-service attacks from many
sources against one or more targets simultaneously. It includes features designed specifically to
make TFN2K traffic difficult to recognize and filter, to remotely execute commands, to
obfuscate the true source of the traffic, to transport TEN2K traffic over multiple transport
protocols including UDP, TCP, and ICMP, and features to confuse attempts to locate other nodes
in a TEN2K network by sending "decoy” packets.

TFN2K is designed to work on various UNIX and UNIX-like systems and Windows NT.

TFN2K obfuscates the true source of attacks by spoofing IP addresses. In networks that employ
ingress filtering as described in [1], TEN2K can forge packets that appear to come from
neighboring machines.

Like TFN, TEN2K can flood networks by sending large amounts of data to the victim machine.
Unlike TFN, TEN2K includes attacks designed to crash or introduce instabilities in systems by
sending malformed or invalid packets. Some attacks like this are described in

http://www.cert.org/advisories/CA-98-13-tcp-denial-of-service.html

http://www.cert.org/advisories/CA-97.28 . Teardrop Land.html

Also like TFN, TFN2K uses a client-server architecture in which a single client, under the
control of an attacker, issues commands simultaneously to a set of TEN2K servers. The servers
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then conduct the denial-of-service attacks against the victim(s). Installing the server requires that
an intruder first compromise a machine by different means.

Asymmetric traffic from MacOS 9

MacOS 9 can be abused by an intruder to generate a large volume of traffic directed at a victim
in response to a small amount of traffic produced by an intruder. This allows an intruder to use
MacOS 9 as a "traffic amplifier," and flood victims with traffic. According to [3], an intruder can
use this asymmetry to "amplify” traffic by a factor of approximately 37.5, thus enabling an
intruder with limited bandwidth to flood a much larger connection. This is similar in effect and
structure to a "smurf" attack, described in

bttp://www.cert.org/advisories/CA-98.01.smurf.html

Unlike a smurf attack, however, it is not necessary to use a directed broadcast to achieve traffic
amplification.

I1. Impact

Intruders can flood networks with overwhelming amounts of traffic or cause machines to crash
or otherwise become unstable.

ITI. Solution

The problem of distributed denial-of-service attacks is discussed at length in [2], available at

http://www.cert.org/reports/dsit workshop.pdf

Managers, system administrators, Internet Service Providers (ISPs) and Computer Security
Incident Response Teams (CSIRTs) are encouraged to read this document to gain a broader
understanding of the problem. '

For the ultimate victim of distributed denial-of-service attacks

Preparation is crucial. The victim of a distributed denial-of-service attack has little recourse
using currently available technology to respond to an attack in progress. According to [2]:

The impact upon your site and operations is dictated by the (in)security of other sites and the
ability of of a remote attackers to implant the tools and subsequently to control and direct
multiple systems worldwide to launch an attack.

Sites are strongly encouraged to develop the relationships and capabilities described in [2] before
you are a victim of a distributed denial-of-service attack.

For all Internet Sites

System and network administrators are strongly encouraged to follow the guidelines listed in [2].
In addition, sites are encouraged to implement ingress filtering as described in [1]. CERT/CC
recommends implementing such filtering on as many routers as practical. This method is not
foolproof, as mentioned in [1]:
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While the filtering method discussed in this document does absolutely nothing to protect
against flooding attacks which originate from valid prefixes (IP addresses), it will prohibit
an attacker within the originating network from launching an attack of this nature using
Jorged source addresses that do not conform to ingress filtering rules.

Because TFN2K implements features designed specifically to take advantage of the granularity
of ingress filtering rules, the method described in [1] means that sites may only be able to
determine the network or subnet from which an attack originated.

Sites using manageable hubs or switches that can track which IP addresses have been seen at a
particular port or which can restrict which MAC addresses can be used on a particular port may
be able to further identify which machine(s) is responsible for TEN2K traffic. For further
information, consult the documentation for your particular hub or switch.

The widespread use of this type of filtering can significantly reduce the ability of intruders to use
spoofed packets to compromise or disrupt systems.

Preventing your site from being used by intruders

TFN2K and similar tools rely on the ability of intruders to install the client. Preventing your
systemn from being used to install the client will help prevent intruders from using your systems
to launch denial-of-service attacks (in addition to whatever damage they may cause to your
systems).

Popular recent attacks can be found at

hitpr/fiwww.cert.org/current/eurrent_activity. html

Sites are encouraged to regularly visit this page and address any issues found there.
For the "Mac Aftack”
Apple has developed a patch, as described in Appendix A, Plcase see the information there.

Appendix A contains information provided by vendors for this advisory. We will update the
appendix as we receive or develop more information. If you do not see your vendor’s name in
Appendix A, the CERT/CC did not hear from that vendor. Please contact your vendor directly.

Appendix A. Vendor Information

Apple Computer

OT Tuner 1.0 switches off an option in Open Transport that would cause a Macintosh to respond
to certain small network packets with a large Internet Control Message Protocol (ICMP) packet.
This update prevents Macintosh computers from being the cause of certain types of Denial of
Service (DOS) issues.

The update is available from our software update server at

http://asu.info.apple.com/swupdates.nsf/artnum/n 11559
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In addition, it will soon be available via the automatic update feature that is part of Mac OS 9.
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Using encryption

We strongly urge you to encrypt sensitive information sent by email. Our public PGP key is
available from

http:/rwww.cert.ore/CERT PGP.key

If you prefer to use DES, please call the CERT hotline for more information.
Getting security information

CERT publications and other security information are available from our web site

http:/fwww.cert.org/

To be added to our mailing list for advisories and bulletins, send email to cert-advisory-
request@cert.org and include SUBSCRIBE your-~email-address in the subject of your message.

Copyright 1999 Carnegie Mellon University.
Conditions for use, disclaimers, and sponsorship information can be found in
http/iwww.cert.org/lesal stuff.htmi

* "CERT" and "CERT Coordination Center" are registered in the U.S. Patent and Trademark
Office.

NO WARRANTY

Any material furnished by Carnegie Mellon University and the Software Engineering
Institute is furnished on an "as is" basis. Carnegie Mellon University makes no warranties
of any Kkind, either expressed or implied as te any matter including, but not limited to,
warranty of fitness for a particular purpose or merchantability, exclusivity or results
obtained from use of the material. Carnegie Mellon University does not make any warranty
of any kind with respect to freedom from patent, trademark, or copyright infringement.
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CERT® Incident Note IN-99-07

The CERT Coordination Center publishes incident notes to provide information about
incidents to the Internet community.

Distributed Denial of Service Tools

Updated: December 8, 1999 (added DSIT Workshop paper and IN-99-05)
Thursday, November 18, 1998

Overview

We have received reports of intruders installing distributed denial of service tools. Tools
we have encountered utilize distributed technology to create large networks of hosts
capable of launching large coordinated packet flooding denial of service attacks.

We have seen distributed tools installed on hosts that have been compromised due to
exploitation of known vuinerabilities. In particular, we have seen vulnerabilities in
various RPC services exploited. For more information see the following CERT Incident
Notes:

IN-98-04, Similar Attacks Using Various RPC Services
IN-89-05, Systems Compromised Through a Vulnerability in am-utils

Two of the tools we have seen are known as trinoo (or trin00) and tribe flood network
{or TFN). These tocls appear to be undergoing active development, testing, and
deployment on the Internet. :

Descriptions
s Trinoco

» Tribe Flood Network

Trinoo

Trinoo is a distributed tool used to launch coordinated UDP flood denial of service
attacks from many sources. For more information about various UDP fiood attacks,
please see CERT Advisory CA-96.01. A trinoo network consists of a small number of
servers, or masters, and a large number of clients, or daemons.

A denial of service attack utilizing a trinoo network is carried out by an intruder
connecting 1o a trinoo master and instructing that master to launch a denial of service
attack against one or more IP addresses. The trinoo master then communicates with
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the daemons giving instructions to attack one or more IP addresses for a specified
period of time.

1. intruder —----- master; destination port 27665/tcp
2. master -~ daemons; destination port 27444/udp
3. daemonsg -mens UDP flood to target with randomized destination ports

The binary for the trinoo daemoen contains IP addresses for one or more trinco master.
When the trinoo daemon is executed, the dasmon announces it’s availability by sending
a UDP packet containing the string "*HELLO*" to it's programmed trinoo master IP
addresses.

daemon ------ masters; destination port 31335/udp

The trinoo master stores a list of known daemons in an encrypted file named "..." in the
same directory as the master binary. The trinoo master can be instructed to send a
broadcast request to all known daemons to confirm availability. Daemons receiving the
broadcast respond to the master with a UDP packet containing the string "PONG".

1. intruder ~=---- master; destination port 27665/tcp
2. master ~m-- daemons; destination port 27444/udp
3. daemons - master; destination port 31335/udp

All communications to the master on port 27665/tcp require a password, which is stored
in the daemon binary in encrypted form. All communications with the daemon on port
27444/udp require the UDP packet to contain the string “l44" (that’s a lowercase L, not a
one).

The source IP addresses of the packsts in a trinoo-generated UDP flood attack are not
spoofed in versions of the tool we have seen. Future versions of the tool could
implement IP source address spoofing. Regardless, a trinoo-generated denial of service
attack will most likely appear to come from a large number of different source
addresses.

We have seen trinco daemons installed under a variety of different names, but most
commonly as

e ns

* hilp

¢ rpc.irinoo
« rpc.listen

e trinix
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* pc.irix
»  rix

Running strings against the daemon and master binaries produces output similar to this
(we have replaced master IP address references in the daemon binary with X.X.X.X)

trinoo daemon trinoo master
socket ———
bind v1.07d2+£3+¢
recvfirom trinoo %s
%5 %s %s lddadsl
alf3¥yWwiohw.Vv. sock
PONG OnmlVNMKXgRMYM
*HELLO* 15:08:41
X.X.X.X Aug 16 1999
X . X.¥%.X trinco %s [%s:%s]
X . X.X.X bind

read

*HELLO*

. rest omitted

Tribe Flood Network

TFN, much like Trinoo, is a distributed tool used to launch coordinated denial of service
attacks from many sources against one or more targets. In additional to being able to
generate UDP flood attacks, @ TFN network can also generate TCP SYN flood, ICMP
echo request flood, and ICMP directed broadcast (e.g., smurf) denial of service attacks.
TFN has the capability to generate packets with spoofed source IP addresses. Please
see the following CERT Advisories for more information about these types of denial of
service attacks.

CA-96.01, TCP SYN Flooding and IP Spoofing Attacks
CA-98.01, "smurf" IP Denial of Service Attacks

A denial of service attack utilizing a TFN network is carried out by an intruder instructing
a client, or master, program to send attack instructions to a list of TFN servers, or
daemons. The daemons then generate the specified type of denial of service attack
against one or more target IP addresses. Source IP addresses and source ports can be
randomized, and packet sizes can be altered.

A TFN master is executed from the command line to send commands to TFN daemons.
The master communicates with the daemons using ICMP echo reply packets with 16 bit
binary values embedded in the 1D field, and any arguments embedded in the data
portion of packet. The binary values, which are definable at compile time, represent the
various instructions sent between TFN masters and daemons.
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Use of the TFN master requires an intruder-supplied list of IP addresses for the
daemons. Some reports indicate recent versions of TFN master may use blowfish
encryption to conceal the list of daemon IP addresses. Reporis also indicate that TFN
may have remote file copy {e.g., rcp) functionality, perhaps for use for automated
deployment of new TFN daemons and/or software version updating in existing TFN
networks.

We have seen TFN daemons installed on systems using the filename td. Running
strings on the TFN daemon binary produces output similar to this.

$d.%d. %d.%4d

IcMp

Error sending syn packet.
tc: unknown host
3.3.3.3

mservers

randomsucks

skillz

rm -rf %s

ttymon

rop %5€@%s:sol.bin %s
nohup ./%s

X. X, X.X

lpsched

sicken

in.telne

Solutions

Distributed attack tools leverage bandwidth from multiple systems on diverse natworks
to produce very potent denial of service attacks. To a victim, an attack may appear to
come from many different source addresses, whether or not IP source address spoofing
is employed by the attacker. Responding to a distributed attack requires a high degree
of communication between Internet sites. Prevention is not straight forward because of
the interdependency of site security on the Intemet; the tools are typically installed on
compromised systems that are outside of the administrative control of eventual denial of
service attack targets.

There are some basic suggestions we can make regarding distributed denial of service
attacks:

« Prevent installation of distributed attack tools on your systems

Remain current with security-related patches to operating systems and
applications software. Follow secutity best-practices when administrating
networks and systems.

» Prevent origination of IP packets with spoofed source addresses
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For a discussion of network ingress filtering, refer to

RFC 2267, Network Ingress Filtering: Defeating Denial of Service Attacks
which employ IP Source Address Spoofing

Monitor your network for sighatures of distributed attack tools

Sites using intrusion detection systems (e.g., IDS) may wish to establish patterns
to look for that might indicate trinoo or TFN activity based on the communications
between master and daemon portions of the tools. Sites who use pro-active
network scanning may wish to include tests for installed daemons and/or masters
when scanning systems on your network.

if you find a distributed attack tool on your systems

It is important to determine the role of the tools installed on your system. The
piece you find may provide information that is useful in locating and disabling
other parts of distributed attack networks. We encourage you to identify and
contact other sites involved.

If you are involved in a denial of service atiack

Due to the potential magnitude of denial of service attacks generated by
distributed networks of tools, the target of an attack may be unable to rely on
Internet connectivity for communications during an attack. Be sure your security
policy includes emergency out-of-band communications procedures with
upstream network operators or emergency response teams in the event of a
debilitating attack.

In November 1998, experts addressed issues surrounding distributed-systems intruder
tools. The DSIT Workshop produced a paper where workshop participants examine the
use of distributed-system intruder tools and provide information about protecting
systems from attack by the tools, detecting the use of the tools, and responding to
attacks.

Results of the Distributed-Systems Intruder Tools Workshop

Acknowledgments
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CERT® Incident Note IN-99-06

The CERT Coordination Center publishes incident notes to provide information about
incidents to the Internet community.

Distributed Network Sniffer
Monday, October 25, 1999

Overview

We have received reports of intruders using distributed network sniffers to capture
usernames and passwords. The distributed sniffer consists of a client and a server
portion. The sniffer clients have been found exclusively on compromised Linux hosts.

Description

The following characteristics may be present on compromised hosts running the sniffer
client:

« The sniffer clients have been found exclusively on compromised Linux hosts,
Some reports indicate a vulnerability in the cron daemon may be used to
leverage privileged access. We suspect user accounts with compromised
passwords may be used to gain initial access.

» The executing sniffer binary may appear in the process list using a deceptive
name, such as in.ielnetd. Here is an example of the client as found in a process
list of & compromised host: '

in.telnetd ARGS=/sbin/init 59300 NO_MOD_PARMS=install
ARGS=/USR/SBIN/CRON EMB= ARG=/tmp/passwd LOGHOST=XXX.XXX.XXX.XXX

The value of LOGHOST appears to be one or more [P addresses for remote
sniffer servers.

« The binary /shin/init may be replaced with an intruder-supplied binary, with the
original moved to /dev/init. The malicious /sbin/init binary makes use of kemel
modules to conceal system changes. An existing /dev/init copy may be visible to
stat() if it's full path is given {e.g., "Is -} /dev/init").

» UDP packets containing username and password information may be sent {o one
or more remote sniffer servers using source port 21845/udp.

The characteristics of the sniffer server include these:

» Appears 1o listen for incoming UDP packets from sniffer clients on port
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21845/udp.
» May run as an ordinary user without ptivileges.
Solutions

If you believe a host has been compromised, we encourage you to disconnect the host
from the network and review our steps for recovering from a root compromise:

httn//www.cert.org/tech tips/root compromise.himi

We encourage you to ensure that your hosts are current with security patches or work-
arounds for well-known vulnerabilities.
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CERT* Advisory CA-98.01

Original issue date: Jan. 05, 1998
Last revised: August 24, 1998 Updated vendor information for Data General

Corporation.

A complete revision history is at the end of this file.

"smurf" IP Denial-of-Service Attacks

This advisory is intended primarily for network administrators responsible for router
configuration and maintenance.

The attack described in this advisory is different from the denial-of-service attacks
described in CERT advisory CA-87.28.

The CERT Coordination Center has received reports from network service providers
{NSPs), Internet service providers {ISPs}, and other sites of continuing denial-of-service
attacks involving forged ICMP echo request packets (commonly known as "ping”
packets) sent to IP broadcast addresses. These attacks can result in large amounts of
ICMP echo reply packets being sent from an intermediary site to a victim, which can
cause network congestion or outages. These attacks have been referred to as "smurf"
attacks because the name of one of the exploit programs attackers use to execute this
attack is called "smurf."

The CERT/CC urges you to take the steps described in Section i to reduce the
potential that your site can be used as the origination site (Sec. 111.C) or an intermediary
{Sec. LA} in this attack. Although there is no easy solution for victim sites, we provide
some recommendations in Seg, 1IL.B.

We will update this advisory as we receive additional information. Please check our
advisory files regularly for updates that relate to your site.

I. Description

The two main components to the smurf denial-of-service attack are the use of forged
ICMP echo request packets and the direction of packels to IP broadcast addresses,

The Internet Control Message Protocol (ICMP) is used to handle errors and exchange
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control messages. ICMP can be used to determine if a machine on the internet is
responding. To do this, an ICMP echo request packet is sent to a machine. If a machine
receives that packet, that machine will return an iICMP echo reply packet. A common
implementation of this process is the "ping" command, which is included with many
operating systems and network software packages. ICMP is used to convey status and
error information including notification of network congestion and of other network
transport problems. ICMP can also be a valuable tool in diagnosing host or network
problems.

On IP networks, a packet can be directed to an individual machine or broadcast to an
entire network. When a packet is sent to an |IP broadcast address from a machine on
the local network, that packet is delivered to all machines on that network. When a
packet is sent to that IP broadcast address from a machine outside of the local network,
it is broadcast fo all machines on the target network (as long as routers are configured
to pass along that traffic).

IP broadcast addresses are usually network addresses with the host portion of the
address having all one bits. For example, the IP broadcast address for the network
10.0.0.0 is 10.255.255.255. If you have subnetted your class A network into 256
subnets, the IP broadcast address for the 10.50 subnet would be 10.50.255.255.
Network addresses with all zeros in the host portion, such as 10.50.0.0, can aiso
produce a broadcast response.

in the "smurf" attack, attackers are using ICMP echo request packsts directed to IP
broadcast addresses from remote locations to generate denial-of-service attacks. There
are three parties in these attacks: the attacker, the intermediary, and the victim (note
that the intermediary can also be a victim).

The intermediary receives an ICMP echo request packet directed to the IP broadcast
address of their network. If the intermediary does not filter ICMP traffic directed to IP
broadcast addresses, many of the machines on the network will receive this ICMP echo
request packet and send an ICMP echo reply packet back. When (potentially) all the
machines on a network respond to this ICMP echo request, the result can be severe
network congestion or outages.

When the attackers create these packets, they do not use the IP address of their own
machine as the source address. Instead, they create forged packets that contain the
spoofed source address of the attacker’s intended victim. The result is that when all the
machines at the intermediary’s site respond to the ICMP echo requests, they send
replies to the victim’s machine. The victim is subjected to network congestion that could
potentially make the nstwork unusable. Even though we have not labeled the
intermediary as a "victim," the intermediary can be victimized by suffering the same
types of problem that the "victim" does in these attacks.

Attackers have developed automated tools that enable them to send these attacks to
mutltiple intermediaries at the same time, causing all of the intermediaries to direct their
responses to the same victim. Attackers have also developed tools to look for network
routers that do not filter broadcast traffic and networks where multiple hosts respond.
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These networks can the subsequently be used as intermediaries in attacks.
For a more detailed description of the "smurf' attack, please consult this document:

"The Latest in Denial of Service Attacks: 'Smurfing”:
Description and Information to Minimize Effects”
Author: Craig Huegen <chusgen @ guadrunner.com>
URL: hitp://www . quadrunner.com/~chuegen/smurf.ixt

Il. Impact

Both the intermediary and victim of this attack may suffer degraded network
performance both on their internal networks or on their connection to the Internet.
Performance may be degraded to the point that the network cannot be used.

A significant enough stream of traffic can cause serious performance degradation for
small and mid-leve! 1SPs that supply service to the intermediaries or victims. Larger
ISPs may see backbone degradation and peering saturation.

. Solution

A.Solutions for the Intermediary

1. Disable IP-directed broadcasts at your router.

One solution to prevent your site from being used as an intermediary in
this attack is to disable IP-directed broadcasts at your router. By disabling
these broadcasts, you configure your router to deny IP broadcast traffic
onto your network from other networks. In almost all cases, IP-directed
broadcast functionality is not needed.

Appendix A contains details on how to disable iP-directed broadcasts for
some router vendors. If your vendor is not listed, contact that vendor for
instructions.

You should disable IP-directed broadcasts on all of your routers. It is not
sufficient to disable IP-directed broadcasts only on the router(s) used for
your external network connectivity. For example, if you have five routers
connecting ten LANs at your site, you should turn off IP-directed
broadcasts on all five routers.

2. Configure your operating system to prevent the machine
from responding to ICMP packets sent to IP broadcast
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addresses.

If an intruder compromises a machine on your network, the intruder may
try to launch a smurf attack from your network using you as an
intermediary. In this case, the intruder would use the compromised
machine to send the ICMP echo request packet to the IP broadcast
address of the local network. Since this traffic does not travel through a
router to reach the machines on the local network, disabling 1P-directed
broadcasts on your routers is not sufficient to prevent this attack.

Some operating systems can be configured to prevent the machine from
responding to ICMP packets sent to [P broadcast addresses. Configuring
machines so that they do not respond to these packets can prevent your
machines from being used as intermediaries in this type of aitack.

Appendix A also contains details on how to disable responding to ICMP
packets sent to IP broadcast addresses on some operating systems. If
your operating system is not listed, contact your vendor for instructions.

B.Solutions for the Victim

Unfortunately, there is no easy solution for victims receiving the potentially large
number of ICMP echo reply packets. ICMP echo reply traffic {the traffic from the
intermediary) could be blocked at the victim’s router; however, that will not
necessarily prevent congestion that occurs between the victim’s router and the
victim’s Internet service provider. Victims receiving this traffic may need to
consuit with their Internet service provider to temporarily block this type of traffic
in the ISP’s network. .

Additionally, victims in this position shouid contact the intermediaries and inform
them of the attack and of the steps described in the previous section. (Please
refer them to hitp:/Awww.cert.org/nav/alerts.himi or

fip/iftp.cert org/publcent advisories/ for the most recent version of this advisory.)

Victims can use the "whois" command to obtain contact information for the sites.
More information on using whois is available in

fip//fo.cert.org/pub/whois how 1o

C.Solution for the Site Where Attacks Originate

We recommend filtering outgoing packets that contain a source address from a
different network.

Attacks like the smurf attack rely on the use of forged packets, that is, packets for
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which the attacker deliberately falsifies the origin address. With the current IP
protocol technology, it is impossible to eliminate IP-spoofed packets. However,
you can use filtering to reduce the likelihood of your site’s networks being used to
initiate forged packets.

As we mentioned in CERT advisory CA-97.28 on Teardrop and Land denial-of-
service attacks, the best current method to reduce the number of IP-spoofed
packets exiting your network is to install filtering on your routers that requires
packets leaving your network to have a source address from your internal
network. This type of filter prevents a source IP-spoofing attack from your site by
filtering all outgoing packsts that contain a source address from a different
network.

A detailed description of this type of filtering is available in RFC 2267, "Network
Ingress Filtering: Defeating Denial of Service Attacks which employ IP Source
Address Spoofing" by Paul Ferguson of Cisco Systems, inc. and Daniel Senie of
Blazenet, Inc. We recommend it to both internet Service Providers and sites that
manage their own routers. The document is currently available at

fioffndsiedufin-noles/ric2267 bd

Appendix A - Vendor Information

Below is a list of the vendors who have provided information for this advisory. We will
update this appendix as we receive additional information. If you do not see your
vendor's name, the CERT/CC did not hear from that vendor. Please contact the vendor
directly.

Cray Research - A Silicon Graphics Company

Current versions of Unicos and Unicos/mk do not have the ability to reject ICMP
reguests send to broadcast addresses. We are tracking this problem through SPR
709733.

Cisco Systems

Cisco recommends the following configuration settings as protection against being used
as an intermediary in smurf attacks:

1. Disabling IP directed broadcast for all interfaces on which it is not needed. This
must be done on all routers in the network, not just on the border routers. The
command "no ip directed-broadcast" should be applied to each interface on
which directed broadcasts are to be disabled.

Very few IP applications actually need to use directed broadcasts, and it's
extremely rare for such an application to be in use in a network without the
knowledge of the network administrator. Nonetheless, as when any functionality
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is disabled, you should be alert for possible problems.
This is the preferred solution for most networks.

2. It your network configuration is simple enough for you to create and maintain a
list of all the directed broadcast addresses in your network, and if you have a
well-defined perimeter separating your own network from potentially hostile
networks, consider using a filter at the perimster to prevent directed broadcasts
from entering the network. For example, if your network number is 172.16.0.0,
and you uniformly use a subnet mask of 255.255.255.0, then you might use
Cisco access list entries like

accegs~list 101 deny ip 0.0.0.0 255.255.255.255 172.16.0.255

0.0.255.90
access-1list 101 deny ip 0.0.0.0 255.255,.255.255 172.16.0.0

0.0.255.0

Note that this is not a complete access list; it's simply two entries. See the Cisco
documentation for more information on configuring access lists. The best place to
apply such a filter is usually on the incoming side of each router interface that
connects to the potentially hostile network.

This solution may be administratively infeasible for networks using variable-

length subnet masks, or which have complex external connectivity. There is also
some possibility that legitimate directed broadcasts may be being sent into your
network from the outside, especially if you're working in a research environment.

In addition to these protections against being used as an intermediary in a smurf attack,
Cisco recommends that you take steps to prevent users within your own network from
launching such attacks. For "stub” networks which do not provide transit connectivity
(most corporate and institutional networks, many smaller ISPs)}, this is usually best done
by instaliing filters at the network perimeter to prevent any packets from leaving your
network unless their IP source addresses actually lie within your network’s address
space. For the example network above, you might place the following eniry in the
incoming access lists on the interface(s) facing your internal network:

access-list 101 permit ip 172.16.0,0 0.0.255.255 0.0.0.0 255.255.255.255
access-list 101 deny ip 0.0.0.0 255.255.255.255 0.0.0.0 255.255.255.255

Data General Corporation

DG/UX has an option to enable/disable the forwarding of IP broadcast packets. It is
disabled by default. This means that if DG/UX is used along the path, it will not forward
the attack packets.

DG/UX B2 with Security Option has a ‘netcirf’ facility which enabies the administrator to
disable the response to a broadcast ICMP ping message.
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DIGITAL EQUIPMENT CORPORATION

Currently DIGITAL products do not deny individual ICMP service to a host. That, outside
the intranet, firewalls should protect from this kind of spoof/attack.

If the problem has to be dealt with inside the firewall and the intranet, then policy shouid
address "malicious acts"and the individuals responsible.

FreeBSD, Inc.

In FreeBSD 2.2.5 and up, the tep/ip stack does not respond to icmp echo requests
destined to broadcast and multicast addresses by default. This behaviour can be
changed via the sysctl command via mib net.inet.icmp.bmcastecho.

IBM Corporation
AlX 4

There is a network atiribute called "bcastping" that controls whether or not responses to
ICMP echo packets to the broadcast address are allowsd. A value of zero turns off
responses and a value of one turns them on. The default is zero (i.e., by default AIX
version 4 is not vulnerable to the described denial-of-service attack]).

Use the following command to check the value of the beastping attribute:

$ no -o beastping

Use the following command to turn off responses to ICMP broadcast packets (as root):
# no -o beastping=0

AIX3

The *beastping" attribute does not exist in version 3.

IBM and AIX are registered trademarks of International Business Machines Corporation.
Livingston Enterprises, Inc. '

Livingston Enterprises products don't respond to ICMP packets not sent to their own
address, but do forward them. They’re currently examining the problem to see what kind
of solution they can provide.

The NetBSD Project

Under NetBSD you can disable forwarding of directed broadcast packets with this
command, as root:

# sysctl -w net.inet.ip.directed-broadcast=0

NetBSD will always respond to broadcast ICMP packets. In the future, NetBSD may
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allow this to be disabled.
Sun Microsystems

To prevent incoming broadcast packets from entering your network (ill. A. 1. in this
advisory)

Solaris 2.6, 2.5.1, 2.5, 2.4, and 2.3:

Use the command: ndd -set /dev/ip ip_forward_directed broadcasts 0

Sun0S 4.1.3_U1 and 4.1.4:

Do the following:

Add “‘options DIRECTED _BROADCAST=0'' to system configuration
file and rebuild kernel

To prevent systems from responding to broadcast ICMP packets (lll. A. 2. in this
advisory)

Solaris 2.6, 2.5.1, 2.5, 2.4, and 2.3:
Use the command: ndd -set /dev/ip ip_respond_to_echo_broadcast 0

A corresponding variable for ip_respond_to_echo_broadcast does not exist in
Sun0S 4.1.x.

The CERT Coordination Center thanks Craig A. Huegen. Much of the content in this
advisory has been derived from his document on "smurf" attacks. The CERT
Coordination Center also thanks Paul Ferguson and Daniel Senie for providing
information on network ingress filtering, and John Bashinski of Cisco for his
contributions.

If you believe that your system has been compromised, contact the CERT Coordination
Center or your representative in the Forum of Incident Response and Security Teams
{see hitp/Awww first orglteam-inte/)

CERT/CC Contact Information
Email cett @cert.org
Phone +1 412-268-7090 (24-hour hotline}

CERT personnel answer 8:30-5:00 p.m. EST(GMT-5) / EDT(GMT-4) and are on call for
emergencies during other hours.

Fax +1 412-268-6989

Postal address:
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CERT Coordination Center
Software Engineering Institute
Carnegie Msllon University
Pittsburgh PA 15213-3890
USA

Using encryption

We strongly urge you to encrypt sensitive information sent by email. We can support a
shared DES key or PGP. Contact the CERT/CC for more information.

Location of CERT PGP key
fip e cortorg/pub/CERT PGP koy

Getting security information
CERT publications and other security information are available from

hitp/Awww .certorg/
frosfftp.cert.org/pub/

CERT advisories and bulletins are also posted on the USENET newsgroup
comp.security.announce
To be added to our mailing list for advisories and bulletins, send email to

cert-advisory-request @cerl.org

In the subject line, type
SUBSCRIBE your-email-address

Copyright 1998 Carnegie Mellon University. Conditions for use, disclaimers, and
sponsorhsip information can be found in htlp://www.cer.orgfleqal stuffflegal stuff.himl
and fip:/fitp.cerb.org/pub/iegal_stuff. If you do not have FTP or web access, send mail to
cert@cert.org with "copyright” in the subject line.

CERT is registered in the U.S. Patent and Trademark Office.

Revision history

Aug. 24, 1998 Updated vendor information for Data General Corporation.
Aug. 14, 1998 Updated vendor information for Sun Microsystems.
Zpr. 28, 1998 Updated vendor information for Cisco Systems and

Sun Microsystenms.
Corrected URL for obtaining RFCs
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Updated vendor information for Cisco Systems
Updates to Appendix A - Vendor Information

Updated reference to the filtering document (now an RFC)
Section III-C.

Updated vendor information for NetBSD.
Updated or added vendor information for Digital Equipment

and Livingston Enterprises, Inc.

in
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CERT”* Advisory CA-96.21

Original issue date: September 19, 1996
Last Revised: August 24, 1998 Updated vendor information for Silicon Graphics, Inc.

A complete revision history is at the end of this file.

Topic: TCP SYN Flooding and IP
Spoofing Attacks

This advisory supersedes the IP spoofing portion of CA-85.01.

Two "underground magazines" have recently published code to conduct denial-of-
service attacks by creating TCP "half-open" connections. This code is actively being
used to attack sites connected to the Internet. There is, as yet, no complete solution for
this problem, but there are steps that can be taken to lessen its impact. Although
discovering the origin of the attack is difficult, it is possible to do; we have received
reports of attack origins being identified.

Any system connected to the Internet and providing TCP-based network services {such
as a Web server, FTP server, or mail server) is potentiaily subject to this attack. Note
that in addition to attacks launched at specific hosts, these attacks could aiso be
launched against your routers or other network server systems if these hosts enable (or
turn on) other TCP services {(e.g., echo). The consequences-of the attack may vary
depending on the system; however, the attack itself is fundamental to the TCP protocol
used by all systems.

If you are an Intemet service provider, please pay particular attention to Section Ill and
Appendix A, which describes step we urge you o take to lessen the effects of these
attacks. If you are the customer of an Internet service provider, please encourage your
provider to take these steps.

This advisory provides a brief outline of the problem and a partial solution. We will
update this advisory as we receive new information. If the change in information
warrants, we may post an updated advisory on comp.security.announce and redistribute
an update to our cert-advisory mailing list. As always, the latest information is available
at the URLs listed at the end of this advisory.
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I. Description

When a system (called the client) attempts to establish a TCP connection to a system
providing a service (the server), the client and server exchange a set sequence of
messages. This connection technique applies to all TCP connections--telnet, Web,
email, etc.

The client system begins by sending a SYN message to the server. The server then
acknowledges the SYN message by sending SYN-ACK message to the client. The
client then finishes establishing the connection by responding with an ACK message.
The connection between the client and the server is then open, and the service-specific
data can be exchanged between the client and the server. Here is a view of this
message flow:

Client Server
SYN= = mmm >
o SYN-ACK
ACK-m—m—=mmmmmmmmmmm o >

Client and server can now

send service-specific data
The potential for abuse arises at the point where the server system has sent an
acknowledgment (SYN-ACK) back to client but has not yet received the ACK message.
This is what we mean by half-open connection. The server has built in its system
memory a data structure describing all pending connections. This data structure is of
finite size, and it can be made to overflow by intentionally creating too many partially-
open connections.

Creating half-open connections is easily accomplished with IP spoofing. The attacking
system sends SYN messages to the victim server system; these appear to be legitimate
but in fact reference a client system that is unable to respond to the SYN-ACK
messages. This means that the final ACK message will never be sent to the victim
server system.

The half-open connections data structure on the victim server system will eventually fill;
then the system will be unable to accept any new incoming connections until the table is
emptied out. Normally there is a timeout associated with a pending connection, so the
half-open connections will eventually expire and the victim server system will recover.
However, the attacking system can simply continue sending IP-spoofed packets
requesting new connections faster than the victim system can expire the pending
connections.

In most cases, the victim of such an attack will have difficulty in accepting any new
incoming network connection. In these cases, the attack does not affect existing
incoming connections nor the ability to originate outgoing network connections.

However, in some cases, the system may exhaust memory, crash, or be rendered
otherwise inoperative.
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The location of the attacking system is obscured because the source addresses in the
SYN packets are often implausible. When the packet arrives at the victim server
system, there is no way to determine its true source. Since the network forwards
packets based on destination address, the only way to validate the source of a packet is
to use input source filtering (see Appendix A). .

Il. Impact

Systems providing TCP-based services to the Internet community may be unable to
provide those services while under attack and for some time after the attack ceases.
The service itself is not harmed by the attack; usually only the ability to provide the
service is impaired. In some cases, the system may exhaust memory, crash, or be
rendered otherwise inoperative.

lll. Solution

There is, as yet, no generally accepted solution to this problem with the current IP
protocol technology. However, proper router configuration can reduce the likelihood that
your site will be the source of one of these attacks.

Appendix A contains details about how to filter packets to reduce the number of IP-
spoofed packets entering and exiting your network. It also contains a list of vendors that
have reported support for this type of filtering.

NOTE to Internet Service Providers:

We STRONGLY urge you to install these filters in your routers to protect your
customers against this type of an attack. Although these filters do not directly protect
your customers from aitack, the filters do prevent attacks from originating at the sites of
any of your customers. We are aware of the ramifications of these filters on some
current Mobile IP schemes and are seeking a position statement from the appropriate
organizations.

NQTE to customers of Internet service providers:

We STRONGLY recommend that you contact your service provider to verify that the
necessary filters are in place to protect your network.

Many networking experts are working together to devise improvements to existing 1P
implementations to "harden" kernels to this type of attack. When these improvements
become available, we suggest that you install them on all your systems as soon as
possible. This advisory will be updated to reflect changes made by the vendor

IV. Detecting an Attack

Users of the attacked server system may notice nothing unusual since the IP-spoofed
connection requests may not load the system noticeably. The system is still able to
establish outgoing connections. The problem will most likely be noticed by client
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systems attempting to access one of the services on the victim system.

To verify that this attack is occurring, check the state of the server system’s network
traffic. For example, on SunOS this may be done by the command:

netstat ~a -f inet

Note that use of the above command depends on the OS version, for example for a
FreeBSD system use

netstat -s |grep "listengueue overflows"

Too many connections in the state "SYN_RECEIVED" could indicate that the system is
being attacked.

Appendix A - Reducing IP Spoofed Packets

1. Filtering Information

With the current IP protocol technology, it is impossible to eliminate IP-spoofed packets.
However, you can take steps to reduce the number of IP-spoofed packets entering and
exiting your network.

Currently, the best method is to install a filtering router that restricts the input to your
external interface (known as an input filter) by not allowing a packet through if it has a
source address from your internal network. In addition, you should filter outgoing
packets that have a source address different from your internal network to prevent a
source P spoofing attack from originating from your site.

The combination of these two filters would prevent outside attackers from sending you
packets pretending to be from your internal network. It would also prevent packets
originating within your network from pretending to be from outside your network. These
filters will *not™ stop all TCP SYN attacks, since outside attackers can spoof packets
from *any* outside network, and interal attackers can still send attacks spoofing
internal addresses.

We STRONGLY urge Internet service providers to install these filters in your routers.

in addition, we STRONGLY recommend customers of Internet service providers to
contact your service provider to verify that the necessary filters are in place to protect
your network.

2. Vendor Information

The foilowing vendor(s) have reported support for the type of filtering we recommend
and provided pointers to additional information that describes how to configure your
router. If we hear from other vendors, we will add their information to the "Updates”
section at the end of this advisory.
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If you need more information about your router or about firewalis, please contact your
vendor directly.

Cisco

Refer to the section entitled "ISP Security Advisory" on http://www.cisco.com for an up-
to-date explanation of how to address TCP SYN flooding on a Cisco router.

NOTE to vendors:

If you are a router vendor who has information on router capabilities and configuration
examples and you are not represented in this list, please contact the CERT
Coordination Center at the addresses given in the Contact Information section below.
We will update the advisory after we hear from you.

3. Alternative for routers that do not support filtering on the inbound
side

If your vendor’s router does not support filtering on the inbound side of the interface or if
there will be a delay in incorporating the feature into your system, you may filter the
spoofed IP packets by using a second router between your external interface and your
outside connection. Configure this router to block, on the outgoing interface connected
to your original router, all packets that have a source address in your internal network.
For this purpose, you can use a filtering router or a UNiX system with two interfaces that
supports packet filtering.

Note: Disabling source routing at the router does not protect you from this attack, but it
is still good security practice to follow.

On the input to your external interface, that is coming from the Internet to your network,
you should block packets with the following addresses:

¢ Broadcast Networks: The addresses to block here are network O (the all zeros
broadcast address) and network 255.255.255.255 (the all ones broadcast
network).

e Your local network(s): These are your network addresses

¢ Reserved private network numbers: The following networks are defined as
reserved private networks, and no traffic should ever be received from or
transmitted to these networks through a router:

10.0.0.0 - 10.255.255.255 10/8 {reserved}
127.0.0.0 - 127.255.255.255 127/8 (loopback)
172.16.0.0 - 172.31.255.255 172.16/12 {reserved)
192.168.0.0 - 192.168.255.255 192.168/16 {reserved)

The CERT Coordination Center staff thanks the team members of NASIRC for
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contributing much of the text for this advisory and thanks the many experts who are
devoting time to addressing the problem and who provided input to this advisory.

UPDATES
3COM

Please refer to the "Network Security Advisory" for a thorough discussion of how to
address TCP SYN flooding attacks on a 3Com router:

hitp/fwww.3com.conmy/

Berkeley Software Design, Inc.

BSDI has patches available.

PATCH

K210-021 (fip:/ftp.bsdi.com/bsdi/patches/patches-2.1/K210-021)
md5 checksum: c386e72f41d0e409d91b493631e364dd K210-021

This patch adds two networking features that can help defeat and detect some types of
denial of service attacks.

This patch requires U210-025 which provides new copies of sysct/(8) and netstat(1) for
configuration and monitoring of these new features.

PATCH
K210-022 (ftp://fip .bsdi.com/bsdi/patches/patches-2.1/K210-22)

md5 checksum: 9ec62b5e9cc424b9b42089504256d926 K210-022

This patch adds a TCP SYN cache which reduces and/or eliminates the effects of SYN-
type denial of service attacks such as those discussed in CERT advisory CA 96.21.

PATCH
U210-025 (ftp:/fip.bsdi.com/bsdi/patches/patches-2.1/U210-025)

md5 checksum: d2ee01238ab6040e9b7a1bd2c3bf1016 U210-025

This patch should be installed in conjunction with IP source address check and IP
fragmentation queue limit patch (K210-021) and SYN flooding patch (K210-022).

Additional details about these patches are available from

hitp//www.bsdi.com
fip:/Aip.bsdi.com
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Hewlett-Packard Company

HPSBUX9704-060

Description: SYN Flooding Security Vulnerability in HP-UX
HEWLETT-PACKARD SECURITY BULLETIN: #00060

Security Bulletins are available from the HP Electronic
Support Center via electronic mail.

User your browser to get to the HP Electronic Support
Center page at:

hitp://us-support.exiernal.hp.com
(for US, Canada, Asia-Pacific, & Latin-America)

hittp://europe-support.external.hp.com
(for Europe)

IBM Corporation

Any system that is connected to a TCP/IP-based network (Internet or intranet) and
offers TCP-based services is vuinerable to the SYN flood attack. The attack does not
distinguish between operating systems, software version levels, or hardware platforms;
all systems are vulnerable. IBM has released AlX operating system fixes for the SYN
flood vulnerability.

NOTE: If you are using the IBM internet Connection Secured Network Gateway (SNG)
firewall software, you must also apply the fixes listed in the next section.

The following Automated Program Analysis Reports {APARs) for IBM AlX are now
available to address the SYN flood attack:

AIX 3.2.5

No APAR available; upgrade to AIX 4.x recommended
AIX 4.1.x

APAR - 1X62476

AIX 4.2.x

APAR - 1X62428

Fixes for IBM SNG Firewall

The foliowing Automated Program Analysis Reports (APARs) for the IBM Internet
Connection Secured Network Gateway firewall product are now available to address the
SYN flood and "Ping o’ Death" attacks:
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NOTE: The fixes in this section should ONLY be applied to systems running the IBM
internet Connection Secured Network Gateway (SNG) firewall software. They should be
applied IN ADDITION TO the IBM AIX fixes listed in the previous section.

iBM SNG V2.1

APAR - IR33376 PTF UR46673
IBM SNG V2.2

APAR - IR33484 PTF UR46641
Obtaining Fixes

IBM AIX APARSs may be ordered using Electronic Fix Distribution (via the FixDist
program), or from the IBM Support Center. For more information on FixDist, and to
obtain fixes via the Intemet, please reference

hitp://service.software ibm.com/aixsupport/

or send electronic mail to "aixsery @ austinibm.com " with the word "FixDist" in the
"Subject:" line.

Linux
A patch for the linux kemel source is available from:

http/fwww . dna lth.se/~erics/software/icp-syncockies-paich-1.gz

The patch allows tep/ip processing to continue as normal, until the queue gets close to
full. Then, instead of just sending the synack back, it sends a syn cookie back, and
waits for a response to IT before sending the synack’ When it sends the cookie, it clears
the syn from the queue, so while under attack, the queue will never fill up. Cookies
expire shortly after they are sent. Basically this prevents people from filling up the queue
completely. No one flooding from a speof will be able 1o reply to the cookie, so nothing
can be overloaded. And if they aren't flooding from a spoof, they would be getting a
cookie they would have to respond to, and would have a hard time responding to all the
cookies and continuing the flood.

Livingston Enterprises, Inc.

Refer to the following Applications Note for more information on configuring a Livingston
IRX or PortMaster to help block outgoing SYN attacks from an ISP’s users:

fip:/ifip divin ston.com/sub/!efdocfnotes/ﬁ%terskS\;fn—aitack

Silicon Graphics, Inc.

Updated Silicon Graphics information concerning SYN attacks can be found in SGI
Security Advisory, "IRIX IP Spoofing/TCP Sequence Attack Update,” 19961202-01-PX,
issued on August 6, 1998.
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Patches are available via anonymous FTP and your service/support provider.

The SGI anonymous FTP site is sgigate.sgi.com (204.94.209.1) or its mirror,
ftp.sgi.com. Security information and patches can be found in the ~ftp/secur|ty and
~ftp/patches directories, respectfully.

For subscribing to the wiretap mailing list and other SGI security related information,
please refer to the Silicon Graphics Security Headquarters website located at:

http:/Awww.sai.com/Suppert/security

Sun Microsystems, Inc.

Sun published a bulietin on October 9, 1996--Sun security builetin number 00136. Sun
Security Bulletins are available via the security-alert @sun.com alias and on SunSolve.

Note: Advisories from vendors listed in this section can also be found at
fiputto.cert.org/oublvendors!

If you believe that your system has been compromised, contact the CERT Coordination
Center or your representative in the Forum of incident Response and Security Teams
(see hitpJ/iwww first.orgfteam-inio/)

CERT/CC Contact Information
Email cert@cert.org
Phone +1 412-268-7090 (24-hour hotline}

CERT personnel answer 8:30-5:00 p.m. EST(GMT-5) / EDT(GMT-4} and are on cali for
emergencies during other hours.

Fax +1 412-268-6989

Postal address:

CERT Coordination Center
Software Engineering Institute
Carmnegie Mellon University
Pittsburgh PA 15213-3890
USA

Using encryption

We strongly urge you to encrypt sensitive information sent by email. We can suppori a
shared DES key or PGP. Contact the CERT/CC for more information.

Location of CERT PGP key
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fip:#/ttp cort.org/pub/CERT PGP key

Getting security information
CERT publications and other security information are available from

hitp/fwww.cerborg/
fip/fito cert.org/pub/

CERT advisories and bulletins are also posted on the USENET newsgroup
comp.security.announce
To be added to our mailing list for advisories and bulletins, send email to

cert-advisorv-request@cert.org

in the subject line, type
SUBSCRIBE your-email-address

Copyright 1996, 1997 Carnegie Mellon University. Conditions for use, disclaimers, and
sponsorship information can be found in hitp//www cerl.org/legal stuffiiecal stuff.him!
and fip://fip.cert org/publiegal_stuff. If you do not have FTP or web access, send mail to
cert@cert.org with "copyright' in the subject line.

* CERT is registered in the U.S. Patent and Trademark Office

Revision history

Aug. 24, 1998 Updated vendor information for Silicon Graphics, Inc.

Sep, 24, 1997 Updated copyright statement

July 18, 1937 Updates - added information

May 08, 1937 Updates - updated vendor information for Hewlett-~Packard.

Jan. 02, 1997 Updates - added or modified vendor information for SGI,
Livingston, HP, 3COM.

Dec. 19, 1996 Updates - corrected Sun Microsystems security-alert email
address.

Dec. 10, 1996 Appendix A, #3 -~ corrected next to last reserved private
network number entry.

Dec. 09, 1996 Updates - added IBM patch information.

Nov. 12, 1996 Introduction, paragraph 2 - added some clarification.

Oct. 10, 1996 Updates - added a pointer to Sun Microsystems advisory.
added a pointer to the CERT /pub/vendors directory.

Oct. 08, 1996 Appendix A, #3 - revised the last item, reserved private
network numbers
Updates - added BSDI patch information.

Oct. 07, 1996 Updates - added a pointer to Silicon CGraphics advisory.

Sep. 24, 1996 Modified the supersession statement.
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CERT® Coordination Center
Denial of Service

1.

Description

This document provides a general overview of attacks in which the primary goal
of the attack is to deny the victim(s) access to a particular resource. Included is
information that may help you respond to such an attack.

A "denial-of-service" attack is characterized by an explicit attempt by attackers to
prevent legitimate users of a service from using that service. Examples include

e attempts to "flood" a network, thereby preventing legitimate network traffic

s attempts to disrupt connections between two machines, thereby
preventing access to a service

e attempts to prevent a particular individual from accessing a service
* attempts to disrupt service to a specific system or person

Not all service outages, even those that result from malicious activity, are
necessarily denial-of-service attacks. Other types of attack may include a denial
of service as a component, but the denial of service may be part of a larger
attack.

lilegitimate use of resources may also result in denial of service. For example, an
intruder may use your anonymous ftp area as a place to store illegal copies of
commercial software, consuming disk space and genérating network traffic

Impact

Deniat-of-service attacks can essentially disable your computer or your network.
Depending on the nature of your enterprise, this can effectively disable your
organization.

Some denial-of-service attacks can be executed with limited resources against a
large, sophisticated site. This type of attack is sometimes called an "asymmetric

attack." For example, an attacker with an old PC and a slow modem may be able
to disable much faster and more sophisticated machines or networks.

MODES OF ATTACK

Denial-of-service attacks come in a variety of forms and aim at a variety of
services. There are three basic types of attack:

CERT/CC tech tip
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s consumption of scarce, limited, or non-renewable resources

« destruction or alteration of configuration information

» physical destruction or alteration of network components

A. Consumption of Scarce Resources

Computers and networks need certain things to operate: network
bandwidth, memory and disk space, CPU time, data structures, access to
other computers and networks, and certain environmental resources such
as power, cool air, or even water.

1.

CERT/CC tech tip

Network Connectivity

Denial-of-service attacks are most frequently executed against
network connectivity. The goal is to prevent hosts or networks from
communicating on the network. An example of this type of attack is
the "SYN flood" attack described in

ftp://info.cert.org/pub/cert _advisories/CA
-96.21.tcp_syn flooding

In this type of attack, the attacker begins the process of
establishing a connection to the victim machine, but does it in such
a way as to prevent the ultimate completion of the connection. In
the meantime, the victim machine has reserved one of a limited
number of data structures required to complete the impending
connection. The result is that legitimate connections are denied
while the victim machine is waiting to complete bogus "half-open"
connections.

You should note that this type of attack does not depend on the
attacker being able to consume your network bandwidth. In this
case, the intruder is consuming kernel data structures involved in
establishing a network connection. The implication is that an
intruder can execute this attack from a dial-up connection against a
machine on a very fast network. (This is a good example of an
asymmetric attack.)

Using Your Own Resources Against You

An intruder can also use your own resources against you in
unexpected ways. One example is described in

fip://info.cert.org/pub/cert advisories/CA
-96.01.UDP_service denial
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In this attack, the intruder uses forged UDP packets to connect the
echo service on one machine to the chargen service on another
machine. The result is that the two services consume all available
network bandwidth between them. Thus, the network connectivity
for all machines on the same networks as either of the targeted
machines may be affected.

. Bandwidth Consumption

An intruder may also be able to consume all the available
bandwidth on your network by generating a large number of
packets directed to your network. Typically, these packets are
ICMP ECHO packets, but in principle they may be anything.
Further, the intruder need not be operating from a single machine;
he may be able to coordinate or co-opt several machines on
different networks to achieve the same effect.

. Consumption of Other Resources

In addition to network bandwidth, intruders may be able to consume
other resources that your systems need in order to operate. For
example, in many systems, a limited number of data structures are
available to hold process information (process identifiers, process
table entries, process slots, etc.). An intruder may be able to
consume these data structures by writing a simple program or
script that does nothing but repeatedly create copies of itself. Many
modern operating systems have quota facilities to protect against
this problem, but not all do. Further, even if the process table is not
filled, the CPU may be consumed by a large number of processes
and the associated time spent switching.between processes.
Consult your operating system vendor or operating system manuals
for details on available quota facilities for your system.

An intruder may also attempt to consume disk space in other ways,
including

* generating excessive numbers of mail messages. For more
information, please see

ftp://info.cert.org/pub/tech

tips/email bombing spam
ming

» intentionally generating errors that must be logged

* placing files in anonymous ftp areas or network shares, For
information on proper configuration for anonymous ftp,
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please see

ftp://info.cert.org/pub/tech_
tips/anonymous_ftp_config

In general, anything that allows data to be written to disk can be
used to execute a denial-of-service attack if there are no bounds on
the amount of data that can be written.

Also, many sites have schemes in place to "lockout" an account
after a certain number of failed login attempts. A typical set up locks
out an account after 3 or 5 failed login attempts. An intruder may be
able to use this scheme to prevent legitimate users from logging in.
In some cases, even the privileged accounts, such as root or
administrator, may be subject to this type of attack. Be sure you
have a method to gain access to the systems under emergency
circumstances. Consult your operating system vendor or your
operating systems manual for details on lockout facilities and
emergency entry procedures.

An intruder may be able to cause your systems to crash or become
unstable by sending unexpected data over the network. An
example of such an attack is described in

ftp://info.cert.org/pub/cert advisories/CA
-96.26.ping

if your systems are experiencing frequent crashes with no apparent
cause, it could be the result of this type of attack.

There are other things that may be vulnerable to denial of service
that you may wish to monitor. These include

s printers
* tape devices
* network connections

« other limited resources important to the operation of your
organization

B. Destruction or Alteration of Configuration Information

An improperly configured computer may not perform well or may not
operate at all. An intruder may be able to alter or destroy configuration
information that prevents you from using your computer or network.

CERT/CC tech tip
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For example, if an intruder can change the routing information in your
routers, your network may be disabled. If an intruder is able to modify the
registry on a Windows NT machine, certain functions may be unavailable.

For information on configuring UNIX machines, see

ftp://info.cert.org/pub/tech tips/UNIX configuration g
uidelines

For information on configuring Microsoft Windows NT machines, please
see

http://www.microsoft.com/security/

C. Physical Destruction or Alteration of Network Components

The primary concern with this type of attack is physical security. You
should guard against unauthorized access to computers, routers, network
wiring closets, network backbone segments, power and cooling stations,
and any other critical components of your network.

Physical security is a prime component in guarding against many types of
attacks in addition to denial of service. For information on securing the
physical components of your network, we encourage you to consult local
or national law enforcement agencies or private security companies.

4. Prevention and Response

Denial-of-service attacks can result in significant loss of time and money for
many organizations. We strongly encourage sites to consider the extent to which
their organization could afford a significant service outage and to take steps
commensurate with the risk. '

We encourage you to consider the following options with respect to your needs:

* Implement router filters as described in Appendix A of CA-
96.21.tcp_syn_flooding, referenced above. This will lessen your exposure
to certain denial-of-service attacks. Additionally, it will aid in preventing
users on your network from effectively launching certain denial-of-service
attacks.

« lf they are available for your system, install patches to guard against TCP
SYN flooding as described in CA-96.21.tcp_syn_flooding, referenced
above. This will substantially reduce your exposure to these attacks but
may not eliminate the risk entirely.

¢ Disable any unused or unneeded network services. This can limit the
ability of an intruder to take advantage of those services to execute a

CERT/CC tech tip
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denial-of-service attack.

* Enable quota systems on your operating system if they are available. For
example, if your operating system supports disk guotas, enable them for
all accounts, especially accounts that operate network services. In
addition, if your operating system supports partitions or volumes (i.e.,
separately mounted file systems with independent attributes) consider
partitioning your file system so as to separate critical functions from other
activity.

+ Observe your system performance and establish baselines for ordinary
activity. Use the baseline to gauge unusual levels of disk activity, CPU
usage, or network traffic.

¢ Routinely examine your physical security with respect to your current
needs. Consider servers, routers, unattended terminals, network access
points, wiring closets, environmental systems such as air and power, and
other components of your system.

e Use Tripwire or a similar tool to detect changes in configuration
information or other files. For more information, see

ftp://info.cert.org/pub/tech tips/security tools

¢ Invest in and maintain "hot spares" - machines that can be placed into
service quickly in the event that a similar machine is disabled.

» Invest in redundant and fault-tolerant network configurations.

o Establish and maintain regular backup schedules and policies, particularly
for important configuration information.

¢ Establish and maintain appropriate password policies, especially access
to highly privileged accounts such as UNIX root or Microsoft Windows NT
Administrator.

Many organizations can suffer financial loss as a result of a denial-of-service
attack and may wish to pursue criminal or civil charges against the intruder. For
legal advice, we recommend that you consult with your legal counsel and law
enforcement.

U.S. sites interested in an investigation of a denial-of-service attack can contact
their iocal FB! field office for guidance and information. For contact information
for your local FBI field office, please consult your local telephone directory or see
the FBI’s field offices web page:

http://www.fbi.gov/fo/fo.htm
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For more information, please see the web page of the FBI Naticnal Computer
Crime Squad (NCCS):

http://www . fbi.gov/programs/necs/comperim.him

Non-U.S. sites may want to discuss the activity with their local law enforcement
agency to determine the appropriate steps that should be taken with regard to
pursuing an investigation.

If you are interested in determining the source of certain types of denial-of-
service attack, it may require the cooperation of your network service provider
and the administration of the networks involved. Tracking an intruder this way
may not always be possible. If you are interested in trying do to so, contact your
service provider directly. The CERT(*) Coordination Center is not able to provide
this type of assistance. We do encourage you to report your experiences,
however. This helps us understand the nature and scope of security incidents on
the Internet, and we may be able to relate your report to other activity that has
been reported to us.

This document is available from: hitp://www.cert.org/tech tips/denial of service.html

CERT/CC Contact Information

Email: cert@cert.org
Phone: +1 412-268-7090 (24-hour hotline)

Fax: +1 412-268-6989
Postal address:

CERT® Coordination Center
Software Engineering Institute
Carmegie Meflon University
Pittsburgh PA 15213-3890
U.S.A,

CERT personnel answer the hotline 08:00-20:00 EST(GMT-5) / EDT(GMT-4) Monday
through Friday; they are on call for emergencies during other hours, on U.S. holidays,
and on weekends.

Using encryption

We strongly urge you to encrypt sensitive information sent by email. Our public PGP
key is available from

hitp://iwww.cert.org/CERT PGP.key
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If you prefer to use DES, please call the CERT hotline for more information.
Getting security information
CERT publications and other security information are available from our web site

hito:/www.cert.org/

To be added to our mailing list for advisories and bulletins, send email to cert-advisory-
request@cert.org and include suBSCRIBE your-email-address in the subject of your
message.

Copyright 1998 Camegie Mellon University.
Conditions for use, disclaimers, and sponsorship information can be found in

hitp//'www.cert.org/legal_stuff.htmi

* *"CERT" and "CERT Coordination Center" are registered in the U.S. Patent and
Trademark Office.

NO WARRANTY

Any material furnished by Carnegie Mellon University and the Software
Engineering Institute is furnished on an "as is" basis. Carnegie Mellon University
makes no warranties of any kind, either expressed or implied as to any matter
including, but not limited to, warranty of fitness for a particular purpose or
merchantability, exclusivity or results obtained from use of the material. Carnegie
Mellon University does not make any warranty of any kind with respect to
freedom from patent, trademark, or copyright infringement.

Revision History

Oct 02, 1997 : Initial

Feb 12, 1999 Release
Converted
to new web
format
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Results of the
Distributed-Systems Intruder Tools Workshop

Pittsburgh, Pennsylvania USA
November 2-4, 1999

Executive Summary

On November 2-4, 1999, the CERT® Coordination Center invited 30 experts from
around the world to address a category of network attack tools that use distributed
systems. Several tools are in use now, and the technology is maturing. As aresult, a
single, simple command from an attacker could result in tens of thousands of concurrent
attacks on one or a set of targets. The attacker can use unprotected Internet nodes around
the world to coordinate the attacks. Each attacking node has limited information on who
is initiating the attack and from where; and no node need have a list of all attacking
systems. Damaged systems include those used in the attack as well as the targeted victim.
For the victim, the impact can be extensive. For example, in a denial-of-service attack
using distributed technology, the attacked system observes simultaneous attacks from all
the nodes at once — flooding the network normally used to communicate and trace the
attacks and preventing any legitimate traffic from traversing the network.

Distributed intruder technology is not entirely new; however, it is maturing to the point
that even unsophisticated intruders could do serious damage. The Distributed-Systems
Intruder Tools (DSIT) Workshop provided a venue for experts around the world to share
experiences, gain a common understanding, and creatively brainstorm possible responses
and solutions before the dissemination of the maturing attack tools — and attacks
themselves — become widespread.

One consideration is the approach typically taken by the intruder community. There is
(loosely) organized development in the intruder community, with only a few months
elapsing between “beta” software and active use in attacks. Moreover, intruders take an
open-source approach to development. One can draw parallels with open system
development: there are many developers and a large, reusable code base. Intruder tools
become increasingly sophisticated and also become increasingly user friendly and widely
available. As a result, even unsophisticated intruders can use them.

There has already been some public discussion in the intruder community about
distributed attack tools while development continues. In their development, intruders are
using currently available technology to develop new technology. For example, they are
building on previous scanning technology and automated intrusion tools to create more
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powerful intrusion tools. One concern of workshop participants is that in a relatively short
time, it may be possible for unsophisticated intruders to gain control of and use systems
distributed across significant portions of the Internet for their attacks.

This paper is one outcome of the DSIT Workshop. In it, workshop participants examine
the use of distributed-system intruder tools and note that current experiences have
highlighted the need for better forensic techniques and training, the importance of close
cooperation, and a concern for the rapid evolution of intruder tools. They provide
information about protecting systems from attack by the tools, detecting the use of the
tools, and responding to attacks. The paper includes suggestions for specific groups in the
Internet community:

e managers .

» gystem administrators

» Internet service providers (ISPs)

» incident response teams (IRTs)

The suggestions address actions each group should take immediately, along with actions
for the short term and long term. They also remind readers that the security of any
network on the Internet depends on the security of every other network. The widely
varying implementation of security measures is what often makes a distributed attack
successful.

The workshop participants hope that the information offered here will help reduce the
impact of distributed attack tools on the Internet as those tools mature.
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Results of the
Distributed-Systems Intruder Tools Workshop

1. Introduction

On November 2-4, 1999, the CERT® Coordination Center (CERT/CC) invited 30 experts
from around the world to address a category of network attack tools that use distributed
systems in increasingly sophisticated ways. Intruders are maturing an attack technology
that goes beyond using individual systems as the starting point for an attack. Rather, they
can potentially use tens of thousands of unprotected Internet nodes together in order to
coordinate an attack against selected targets. Each attacking node has limited information
on who is initiating the attack and from where; and no node need have a list of all
attacking systems. For the victim, the impact can be extensive. For example, in a denial-
of-service attack using distributed technology, the attacked system observes simultaneous
attacks from all the nodes at once — flooding the network normally used to communicate
and trace the attacks and preventing any legitimate traffic from traversing the network.

Distributed intruder technology is not entirely new; however, it is maturing to the point
that even unsophisticated intruders could do serious damage. In the past, intruders have
used IRC robots to control remotely networks of compromised machines. In addition,
fapi, a denial-of-service (DoS) tool that appeared early in 1998, works in a similar way to
some of the tools we are now seeing, but it was not as sophisticated or as widely used.

During the Distributed-Systems Intruder Tools (DSIT) Workshop, participants discussed
a large number of approaches to preventing, detecting, and responding to distributed-
systems attacks. The CERT/CC specifically invited technical personnel that could
contribute technically to the solutions regardless of their position in their home
organization or political stature in the community. Thus, the workshop effectively
provided a venue for experts around the world to share experiences, gain a common
understanding, and creatively brainstorm possible responses and solutions to this category
of attack before the dissemination of the attack tools — and the attacks themselves —
become widespread.

One consideration is the approach typically taken by the intruder community. There is
(loosely) organized development in the intruder community, with only a few months
elapsing between “beta” software and active use in attacks. Intruders are actively
developing distributed tools to use the many resources on the network; this has become
easier because of the large number of machines “available for public use” — that is,
vulnerable to compromise and, thus, available for use by anyone who can exploit the
vulnerabilities. Moreover, intruders typically take an open-source approach to
development. One can draw parallels with open system development: there are many
developers and a large, reusable code base. Intruder tools become increasingly
sophisticated and also become increasingly user friendly and widely available. As a
result, even unsophisticated intruders can use the available tools to identify and take
advantage of a large number of vulnerable machines.
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There has already been some public discussion in the intruder community about the
distributed attack tools while development continues. Intruders are using currently
available technology to develop new technology. For example, they are building on
previous scanning technology and automated intrusion tools to create more powerful
intrusion tools. One concern of workshop participants is that in a relatively short time, it
may be possible for unsophisticated intruders to gain control of and use systems
distributed across significant portions of the Internet for their attacks.

As noted in the letter of invitation to the participants,

So far, we have seen only limited use of these new tools, but we
believe it won't be long before the tools will mave from the
development by sophisticated intruders into wide use by the large
population of less sophisticated intruders. When this happens, all
of us will face new issues with impact on security, incident
response, and future technology. ...

I believe that security experts need to act now, before the tools are
in widespread use. During the workshop, we hope to analyze these
new attack tools; explore their possible evolution and kinds of
impact we might see from their use; and outline techniques that
can be used to detect, respond to, and recover from attacks.

One strong response to the workshop from the participants is that prior to the workshop,
there was no way for the technical staff at important critical infrastructure sites to
communicate the threat to management. The participants could understand the problem
from an isolated perspective, but it was not until the workshop brought them together that
the true nature of the threat was understood and could then be communicated to the
management at their home organizations. In many cases, the resulting briefs given to the
home organization (including government agencies, critical commercial providers, and
university researchers) provided the first and best view of the nature of the changing
threat in using networked systems. Finally, this paper, which summarizes output from the
workshop, enables the Internet community to gain similar understanding and to take
action.

In the next section, workshop participants examine the use of distributed-system intruder
tools. Later sections provide information for specific groups in the Infemet community:
* managers
» system administrators
o Internet service providers (ISPs)
* incident response teams (IRTs)

The workshop participants hope that the information offered here will help reduce the
impact of the attack tools on the Internet as those tools mature.
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2. Recent Activity Involving Distributed Attack Systems

Distributed systems based on the client/server model have become increasingly common.
In recent months, we have seen an increase in the development and use of distributed
sniffers, scanners, and denial-of-service tools. Attacks using these tools can involve a
large number of sites simultaneously and be focused to attack one or more victim hosts or
networks.

During the second half of 1999, several sites reported denial-of-service attacks involving
distributed intruder tools. While some of the details presented here are specific to the
incidents that were observed, the overall distributed strategy can be applied to attacks
other than denial of service. The description in this section concentrates on the distributed
aspects of the incidents while omitting unnecessary details.

As shown in the figure below, in a typical distributed attack system, the “intruder”
controls a small number of “masters,” which in turn control a large number of “daemons.”
These daemons can be used to launch packet flooding or other attacks against “victims”
targeted by the intruder.

I Intruder l

l Master | Ma;ter l Master |

¥ Contro! traffic + Attack traffic

Figure 1 - Distributed-Systems Attack
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In the incidents that have occurred so far, daemons were installed at several hundred sites,
typically through the exploitation of well-known vualnerabilities that lead to root
privileges on the compromised machines. Though some implementations of the dacmon
program do not require root privileges to launch attacks, in practice most of the daemons
were concealed by the installation of “root kits” designed to hide evidence. of the
intrusion. Intruders have also sometimes used system facilities such as “cron” to ensure
that a daemon would continue to run even if one instance of it were deleted or the system
was rebooted.

There are indications that the processes for discovering vulnerable sites, compromising
them, installing daemons, and concealing the intrusion are largely automated, with each
step being performed in “batch” mode against many machines in one “session.” Daemons
have been discovered on a variety of operating systems with varying levels of security
and system management.

Once installed and operating, the daemon announces its presence to several (usually three
or four) predefined masters and awaits further commands. The master program records
that the daemon is ready to receive commands in an internal list, which can be retrieved
by the intruder. Lists recovered from incidents have included hosts in several different
nations. Masters can causc dacmons in the list to launch attacks, shut down gracefully, or
even announce themselves to a new master server. Intruders have used cryptographic
techniques to conceal the information recorded by the master daemons.

Upon command from an intruder, the master can issue attack requests to the daemons in
its list. These requests contain information about the requested attack, such as the address
of the victim, the duration, and other parameters. Upon receipt of the request, the daemon
proceeds to attack the victim, usually by flooding the victim with packets. No further
contact from the master is necessary.

The master programs frequently operate as ordinary user programs on compromised
hosts, where their activity can easily be hidden. Unlike the daemon programs, which are
intended to be run on sites with a substantial network capacity, traffic to and from the
master program is limited to control messages.

In one incident reported to the CERT Coordination Center, a flooding attack was aimed at
a major university. This attack involved several hundred daemons scattered over a wide
variety of locations, and it generated enough traffic to disable the university’s Internet
connectivity for a period of several days.

Several incidents have indicated that intruders are actively seeking systems with good
network connectivity for compromise and installation of the daemon program. The
indiscriminate installation of dacmons on any system with a significant network capacity
has included systems whose compromise could have life-threatening consequences.
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The experiences of those who reported early attacks highlight the need for better forensic
techniques and training, the importance of close cooperation, and concern for the rapid
evolution of intruder tools.

¢ Better forensic techniques and training — Detecting and eliminating master
programs is a critical part of disabling a distributed intruder system, but unfortunately
the masters often do not leave obvious signs of intrusion on the system where they are
installed. In most cases, the master hosts were identified after forensic examination of
daemons involved in a denial-of-service attack. This forensic analysis was expensive
and limited to a few knowledgeable people with experience in the field, but ultimately
most of what we know today about how the systems work is a result of this analysis.
Forensic techniques and training must be available to a much larger audience to
respond to these attacks in the future.

¢ Close cooperation and communication — Prior to the workshop, many participants
had incomplete information regarding the tools and methods used by intruders in this
kind of attack. By sharing their knowledge, they were able to establish a more
complete understanding of distributed intruder tools.

» Rapid evolution of intruder tools — The intruder tools encountered in the incidents
leading to the creation of this document changed substantially during the planning of
the workshop and have continued to evolve since then. As intruders learn to use
established technologies to their advantage, the incident response community needs to
be better prepared to meet this challenge.

3. Audience-Specific Information

Managers .

For management, the issues related to the ongoing development of distributed attack
tools, such as trinoo and tribe flood network (for details, see CERT/CC incident note IN-
99-07: http://www.cert.org/incident_notes/IN-99-07.html), center largely around the need
to understand fully the ramifications of the intruder tools and to perform impact and
organizational risk assessments on a priority basis. The results of these assessments then
need to be incorporated into plans such as those for operational guidance, equipment
acquisition, service contracts, and equipment configuration.

Planning and coordination before an attack are critical to ensuring adequate response
when the attack is in progress. Since the attack methodology is complex and there is no
single-point solution or “silver bullet,” resolution and restoration of your systems may be
time-consuming. The bottom line for management is that your systems may be subject at
any time to distributed attacks that are extremely difficult to trace or defend against.

Although an organization may be able to harden its own systems to help prevent
implantation of the daemon portion of a distributed attack tool, there is essentially nothing
a site can do with currently available technology to prevent becoming a victim of, for
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example, a coordinated network flood. The impact upon your site and operations is
dictated by the (in)security of other sites and the ability of a remote attacker to implant
the tools and subsequently to control and direct multiple systems worldwide to

launch an attack. The result may be reduced or absent network connectivity to your
enterprise for extended periods of time, possibly days or even weeks depending upon the
number of sites attacking and the number of possible attack networks that could be
activated in parallel or sequentially. Therefore, to minimize the effect on business
operations, it is important to know and document in advance the actions the enterprise
will take and the primary contingency contacts who must be notified.

Below are some recommend actions for coping with the potential for an attack using
distributed-system intruder tools:

e Become fully informed with regard to the nature of the attacks and the potential
ramifications. Senior management should receive direct briefings from security
staff in an effort to facilitate full understanding.

» Be cognizant of your own site’s security posture. If your site is capable of being
easily compromised due to inattention to security issues and your systems are used
as either master(s) or daemon(s) for such an attack, it is possible you may share
liability for damage caused to victim sites. (Consult with your organization’s legal
advisors and inform them of the attacks.) The reputation of your enterprise may
also be at risk from the adverse publicity that may resuit.

»  Assess the services that are mission critical for your particular business.
Determine the impact upon mission-critical services if Internet connectivity is
unavailable for an extended period. Develop contingency plans for continuity of
operations in the event of an extended Internet outage. Consider and plan to insure
against possible revenue loss due either to lost opportunity (for example, the
absence of connectivity to your site for staff members, external customers, and
business partners) and in lost sales (for example, an electronic commerce site is
flooded and orders cannot be received). Read insurance policies carefully, and
seek legal opinion on coverage for distributed-systems attacks.

+ Develop an augmentation strategy to provide staff and other resources in the event
of an attack. Determine which staff may be needed and where they should report.
e sure there are phone or alternative communications since electronic
communication may be difficult or impossible.

« Be sure your staff have the time and resources needed to perform traffic analysis,
intrusion detection, coordination with upstream providers, and other activities
described under “System Administrators” below.

« Ensure privacy issues associated with log retention and review have been
addressed in policy and that adequate analytical information is readily available to
critical staff in the event an attack occurs.
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Examine your current policy requirements. In particular, ensure responsibility is
defined for 1) enforcing minimum security standards; 2) cutting off users (even
executive-level users) whose accounts may have been compromised or are at risk;
and 3) disconnecting uncontrolled Internet connections.

Be sure that all levels of management understand and are held accountable for
security planning and implementation. Be sure that an adequate and enforceable
acceptable use policy exists enterprise-wide.

Realize that the escalating Internet threat environment must be matched by
corresponding investments in security. Define security resources in the budget.

Examine your current network and security architecture. Many sites have
optimized connectivity for speed of access, making decisions that complicate
security measures. In the escalating threat environment, speed and reliability can
be denied unless security is included in the architecture.

Aggressively develop cooperative relationships to support security across
organizations and policy to govern those relationships. To deal effectively with
distributed agents, your organization may need to cooperatively support security
at other Internet sites. Internet service providers and incident response
organizations should be supported.

Pressure vendors to provide more security in their default services and
configurations. Simply correcting known vulnerabilities in new releases would
reduce the population of candidate sites for intruders. Ask your vendors
specifically if they support the capabilities listed in the “Internet Service
Providers” section.

Finally, managers need to consider these trends:

-

The intruder community is actively developing distributed technology.

There are multiple categories of existing distributed-systems tools, including
distributed sniffers, denial of service, and information gathering.

In a relatively short amount of time, unsophisticated intruders can acquire
sophisticated tools, enabling them to control and use significant portions of the
Internet for their attacks.

Systermn Administrators

With the increased sophistication of intruder tools comes the critical need for action. The
following table lists actions identified at the Distributed-System Intruder Tools
Workshop, along with a suggested time frame for dealing with attacks using distributed-
system tools.
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diately {< 30 days)

Near Term {30 - 180 days}

Long Term (> 6 monihs)

Protect

Apply anti-spoofing rules
at the network houndary.
(This makes your site a
less appealing target for
intruders.)

Keep systems up to date
on patches.

Follow CERT/CC &
SANS best practices.
Review boundary
security policy to ensure
outbound packets are
restricted appropriately.

Establish reference
systems using
cryptographic checksum
tools such as Tripwire®.
Scan your network
periodically for systems
with well-known
vulnerabilities & correct
problems that you find.
Evaluate & (possibly}
deploy an intrusion
detection system (IDS).

Identify a system
administrator with
responsibility for each
system, who has the
authority, training &
resources to secure the
system.

Deploy resources for host-
based intrusion detection.
Provide security training
for users.

If you do not have
sufficient resources or
support to effectively
protect systems, lobby for
them.

Detect

Look for evidence of
intrusions in logs, ete.
Look for distributed tool
footprints as described in
documents from the
CERT/CC or your
incident response team.
Enable detection of
unsolicited ICMP echo
replies & unusually high
traffic levels.

Periodically compare
systems to your reference
system using
cryptographic checksum
tools such as Tripwire®.
Run host-based software
to detect valnerabilities &
intrusions.

Develop a system for
profiling traffic flows &
detecting anomalies,
suitable for real-time
detection & prevention,
Create and practice a
response plan.

React

Report to a predefined
list of contacts, approved
by management.
Establish detailed,
written, management-
approved plans for
communicating with
IRTs, ISPs, & taw
enforcement. Include
out-of-band contacts.
Obtain training &
experience in forensic
technigues required to
analyze compromised
systems & identify other
hosts involved, such as
the master hosts in a
distributed network,

Ensure ability to capture,
analyze, & collect forensic
evidence accurately &
quickly by developing a
“forensic toolkit” of tools
& programs to assist in
forensic analysis.

Work with your ISP to
establish a good business
relationship, with service-
level agreements that
jdentify the ISP’s
responsibilities in tracking
& blocking traffic during
DoS attacks.

Work with management to
ensure that policies are in
place that allow
appropriate measures
against suspect systems,
Work with your ISP to
implement improved
security requirements &
capabilities in your
service-level agreement.

Table I ~ Suggesti

for Systemn Ad

ators
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Additional comments for system administrators:

When you set up intrusion detection software, ensure that it is both fault tolerant and
capable of maintaining logs on a highly saturated network. The definition of a highly
saturated network varies from organization to organization. A good metric is the amount
of traffic seen divided by the maximum bandwidth available to the organization. Expect
to see near 100% capacity during a distributed denial-of-service attack.

In setting up logs, have the ability to parse log information at a high rate. Workshop
participants recommend attention be paid to searching based on host name/IP number.

Be able to search at least packet headers for attack signatures.

Finally, look to an incident response team for techniques and information for dealing with
distributed attacks and the evolving attack tools.

Internet Service Providers (Network Operators)

For the purposes of this report, an Internet service provider (ISP) is considered to be an
entity that operates an Internet backbone that is used to carry traffic between two or more
other Internet-connected networks. The term ISP refers to commercial network operators,
research and education networks, government-operated networks, etc.

The transport and access portions of networks characterize the unique role of an ISP in
the context of a distributed-system attack. Packets generated from multiple sources during
a distributed denial-of-service attack, for example, are likely to be transported across one
or more ISP network backbones en route to the victim site. The access portions of an
ISP’s network (physical connection points of downstream hosts and networks) may be
either components of an attack or the end victim. :

Considering only the transport and access portions of ISP networks, a network operator’s
role in a distributed attack is essentially composed of two things:

1. Identifying and controlling traffic flows from the point the traffic enters the network
(ingress) to the point the traffic leaves the network (egress).

2. Ingress filtering at the network edge and/or network borders to prevent origination of
packets with spoofed source IP addresses.

In addition to the unique characteristics of the ISP networks, the networked computer
systems used by ISPs to deliver services such as DNS, email, and web hosting may be
attractive locations for intruders to install distributed-system tools for several reasons:

e Active traffic patterns may obscure the use of attack tools.

e Close proximity to high-capacity network backbones enables attacks to have a high
impact.

11
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ISP systems themselves may also be high-impact targets for distributed-system attacks.
People and systems depending on an ISP’s services tend to use shared resources at some
level. A carefully targeted attack on one or more critical shared resources may affect a
large number of Internet users.

The issues facing an ISP with regard to its networked computer systems being used in an
attack, or being the target of an attack, are otherwise not unique and can be considered to
be on par with issues faced by system and network administrators at other Internet sites
{(see the section for system administrators).

During an ongoing attack, an ISP may need to trace traffic flows from the point the traffic
leaves the network (egress) to the point the traffic enters the network (ingress). This is
especially true in cases where distributed attacks are launched using packets with spoofed
source IP addresses.

Distributed attacks are likely to involve many source addresses, possibly from many
diverse physical network paths. Near the target, traffic flows are likely to appear to be
from many different source addresses and relatively few physical network paths. Near a
point of origin, traffic flows may appear to be from a small number of source addresses
and relatively few physical network paths. When tracing from a victim back to multiple
attack sources, the traffic flows will probably deaggregate into many separate source
addresses and physical network paths. The proximity of an ISP to the victim and the
origin of an attack will determine the scope of an attack’s traffic flow that is visible to the
ISP.

Becaunse distributed intruder systems may originate traffic from a number of different
network backbones, it is likely that a global network operator will have a more complete
view of the distributed nature of the attack. Smaller regional network operators are likely
to see distributed attacks in aggregated form based on the number of upstream network
connections.

In a distributed bandwidth denial-of-service attack, the proximity of an ISP to the end
victim may have an indirect impact on the ISP and other downstream sites sharing the
ISP’s network resources. It is possible for portions of an ISP backbone to be
overwhelmed, causing degradation and/or denial of service for sites that are not directly
targeted in an attack.

Coordination among network operators and among sites involved in incidents is essential
for diagnosis, tracing, and control of distributed attacks.

The following table summarizes actions the ISP community can take to better deal with
distributed attacks, some actions particularly for distributed denial-of-service attacks.
After the table are further explanations.
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Immediate Short Term Long Term
Protect Establish crisis policy Do ingress filtering. Educate customers.
and procedures.
Disable directed Implement automated
Maintain and enforce broadcasts. anti-DoS policy
an acceptable use enforcement.
policy.
Detect Establish an incident Review high-profile Automate
response team. target systems. scanning/patching of
high-profile target
systerms.
Move detection closer to
the source of attack.
React Do case-by-case egress | Establish a method for Establish a method for
filtering. tracing back ongoing tracing back attacks in
attacks to their source. real time.
Share information with
others involved. Do case-by-case ingress | Perform historical traffic
) filtering. flow analysis.

Table 2 — Suggestions for Internet Service Providers

Protective Measures

Immediate Actions

e Establish crisis policies and procedures.
Communicate policies and procedures to your constituency and staff. Include
procedures for handling reports of attacks from the constituency and from the
Internet community. Include provisions for an out-of-band emergency reporting
channel in case network communication is unavailable. .

¢ Maintain and enforce an acceptable use policy.
Include provisions to allow the ISP to track and limit service to those machines
and/or networks that participate in attacks resulting from distributed-systems
tools.

Short-Term (6 months) Actions

o Do ingress filtering.
Use ingress filtering to limit origination of IP packets with spoofed source
addresses. The goal is to increase the ability to identify components of distributed
systems.

e Disable directed broadcasts.

Prevent the use of networks in packet amplification denial-of-service attacks such
as “smurf” attacks.

13
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Long-Term (12+ months) Actions

Educate customers.
Educate customers about potential security threats and about security best
practices.

Implement automated anti-denial-of-service policy enforcement.
Work toward an infrastructure that is able to provide automatic enforcement of
policies designed to prevent denial-of-service attacks.

Detecting Attacks
Immediate Actions

Establish an incident response team.
Pre-allocate resources to respond to security incidents.

Short-Term (6 months) Action

L)

Review high-profile target systems.
Establish the practice of reviewing infrastructure systems that may be highly
visible targets for hosting distributed systems.

Long-Term (124 months) Actions

Automate the review and patching of high-profile target systems.
This automation helps to reduce the risk of having critical systems compromised
due to well-known vulnerabilities for which there are patches,

Move the initial detection point closer to the source(s) of attack.
Rather than detecting attacks close to the victim, work toward an infrastructure
that makes it possible to detect attacks closer to the attack source(s).

Reacting to Attacks
Immediate Actions

Do case-by-case egress filtering,

Apply egress filtering to identifiable packet streams to stop attacks from leaving
the network backbone and to limit the immediate effects of an attack on a victim
site. “Blackholing” the victim host or network might be necessary if filtering is
not possible. This should usually be done only if it does not do more harm than
good. It will, of course, deny service to the null-routed host or network but will
probably stop the attack closer to the source and possibly restore service to other
hosts or network elements.

Share information with others involved.
Working with other involved sites and sharing information is essential to disabling
an entire distributed attack network.
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Short-Term (6 months) Actions i

» Establish a method for tracing back ongoing attacks to their source.
Enhance your ability to trace distributed attacks back to the source(s) or ingress
point(s) using existing features and tools.

* Do case-by-case ingress filtering.
Once an attack has been traced back to a source or an ingress point, use ingress
filtering to prevent the attack from entering the network backbone. Filters should
be tailored to stop the particular attack rather than being general anti-spoofing
filters.

Long-Term (12+ months) Actions

o Establish a method to trace back attacks in real-time.
Establish a method for real-time trace back attacks traffic flows from the victim or
egress point to the source(s) or ingress point(s).

e Perform historical traffic flow analysis.
Establish a method for historical traffic flow analysis to gain global visibility for
identifying distributed attack systems.

Incident Response Teams (IRTs)

This section highlights issues for incident response teams to consider for detecting,
responding to, and protecting against distributed attacks. Because IRTs generally collect
and process incident information from a large constituency consisting of one or more
large distributed networks, they play a crucial role in the detection of and response to
distributed attacks.

Because of the variation among response teams, it is difficult to provide suggestions that
apply to all. When developing this section, workshop participants considered incident
response teams that have one or more of the following responsibilities:

Coordinating and distributing security information (CERT/CC)

Setting and implementing site security policy (serve as a corporate IRT)
Coordinating response to incidents (university response teams)

Maintaining data integrity (audit teams)

Protecting very large networks (large ISPs)

Identifying and tracking intruders (law enforcement)

Sk W~

Regardless of a team’s responsibilities, the best protection against attacks is to be
prepared. General information about incident response teams, procedures, and policies
can be found in the following sources:

Handbook for Computer Security Incident Response Teams (CSIRTs), by Motira J. West-

Brown, Don Stikvoort, and Klaus-Peter Kossakowski.
http://www.sel.cmu. edu/publications/documents/98 . reports/98hb001/98hb001
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Forming an Incident Response Team, by Danny Smith
http://www.auscert.org.au/Information/Auscert_info/Papers/Forming an Incident Respo

nse Team.html

In addition, general sécurity advice can be found on the web sites of members of the
Forum of Incident Response and Security Teams (FIRST). Links can be found on the
FIRST web site: http://www first.org/

The suggestions below focus more specifically on attacks using distributed-systems
intruder tools. The table provides highlights, and further details follow the table.

Immediate Short Term Long Term
Protect Determine chain of Open communication

command. channels with your

constituency: provide

Be aware that your attack signatures;

infrastructure may encourage reporting;

experience provide information.

consequences of an

attack. Encourage your

constituency to
implement filters.

Detect Develop criteria for Develop procedures/ Develop procedures/
detecting distributed- algorithms for dealing algorithms for handling
systems attacks. with large amounts of automated incident

traffic. reports.

React Scope the extent of the | Encourage your Provide tools & methods
attack. constituency to capture, | for detecting installation

log, & report suspicious | of masters & daemons if
Escalate the priority of | traffic. possible.
identifying machines )
acting as masters. Deploy temporary
sensors such as network
Block traffic from sniffers or intrusion
known masters. detection systems.

Distribute information
to appropriate IRTs or
law enforcement.

Table 3 - Suggestions for Incident Response Teams

Protecting Systems

The best step a response team can take to prevent distributed-systems attacks is to raise
awareness within your constituency. They need to be aware of the concept that the
security of any network on the Internet depends on the security of all other networks. The
widely varying implementation of security measures is what often makes a distributed
attack successful.
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- Some of the suggestions below are not unique to distributed attacks, but as intruder tools
become more distributed these issues become more important. The appropriate time
frame for action depends on the mission of the IRT, so the time frames below are
suggestions.

Immediate Actions
* Determine chain of command both internally for your team and externally for
providers of critical infrastructure within your constituency.
This is not specific to distributed attacks but is important to understand when
handling a crisis. The information should be available ahead of time to avoid
delays when the IRT is working under pressure.

e Be aware that your own infrastructure may experience consequences of distributed-
systems attacks, such as denial-of-service attacks, if your network or one near your
network is targeted.

Consider developing contingency plans, and establish immediate, short, and long
term goals to handle distributed attacks. Use the points in this section as
guidelines or a starting point.

Short-Term Actions
e Open communication channels with your constituency.
1. Provide attack signatures — Providing signatures of known distributed attacks
helps members of your constituency become sensors, contributing to your
successful detection, scoping, and diagnosis of these attacks.

2. Encourage members of your constituency to report incidents — Receiving
reports of attacks and anomalies is a fundamental and necessary piece of
detecting distributed attacks.

3. Distribute information about ongoing attacks — Communication about ongoing
attacks needs to flow in both directions. Informing members of your
constituency about significant ongoing attacks raises awareness and provides
incentive for continuing to report incident data.

o Encourage constituency to implement filters (both inbound and outbound) that can
stop potential attacks.
At a minimum, encourage members of your constituency to block outbound
spoofed traffic, inbound traffic associated with well-known vulnerabilities that are
commonly used in tools for widespread compromise and allocation of resources,
and ports that are used for communication and control in distributed intruder
networks.
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Detecting Attacks

Immediate Actions

« Develop criteria for detecting distributed-systems attacks.
Because response teams are often in the unique position of processing incident
data from one or more very large networks, they are one of the few entities
capable of detecting and understanding the scope of an attack distributed across
multiple networks. Thus, we encourage response teams to carefully examine data,
reports of incidents, and output from intrusion detection systems looking for signs
of distributed attacks. Ultimately, response teams should strive to distinguish
distributed attacks from other activity.

Relying on signatures for identifying specific distributed attacks is not enough

since teams receive data about new and novel tools and attacks. It is important to
“consider how future attacks may be detected, considering that the intruder

community is moving toward distributed models for many types of tools.

Short-Term Action
« Develop procedures/algorithms for dealing with large amounts of traffic, and share
them with other teams.

A problem not unique to distributed attacks is finding mechanisms to efficiently
process large amounts of data received from diverse sources without missing
anything important. As intruder tools continue to develop toward distributed
models, it becomes increasingly important to use mechanisms for automatic
processing of incident data. IRTs can benefit from sharing tools and effective
algorithms for detecting distributed attacks.

Long-Term Action

» Develop procedures/algorithms for handling automated incident reports.
In the long term, a community effort is needed to develop procedures and
algorithms for handling automated incident reports. An important component of
that is developing a common language for representing incidents. Several efforts
are under way both in the IDS community and within the CERT/CC that will
enable automated incident reporting in the near future.

Responding to Attacks

Some of the distributed attacks that workshop participants have seen thus far have
involved bandwidth consumption denial-of-service attacks. When responding to this
specific type of distributed attack, keep in mind that resources that depend on available
bandwidth (such as email) may not be reliable. In responding to attacks using distributed
intruder tools, teams should take the following actions:

Imimediate Actions

e Scope the extent of attack, both locally and with other response teams.
One of the most important components in determining appropriate response is
finding the scope of an attack. Determining scope may require communication
with multiple sites within your constituency and, often, with other response teams.
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e Escalate the priority of identifying machines acting as masters.
Identifying masters is a key component of response to distributed attacks. Teams
need to obtain contact information for those sites, and communicate with them to
solve the problem. Depending on the situation, the optimal strategy may involve
either immediately disabling masters or leaving them up to monitor and collect
additional data.

¢ Block traffic from known masters when possible.
If it is possible, block traffic from machines known to be acting as masters. This
option may be useful in situations where machines within your constituency are
actively involved in an ongoing distributed attack.

e  When appropriate, distribute information to appropriate response teams or law
enforcement authorities.

Short-Term Actions
s Encourage members of your constituency to capture, log, and report suspicious traffic.

e Deploy temporary sensors such as network sniffers or intrusion detection systems as
appropriate.

Long-Term Action
* Provide tools and methods for detecting installation of masters and daemons, if
possible.
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4. A Final Word

Participants in the Distributed-Systems Intruder Tools Workshop spent two-and-a-half
intensive days on distributed tools and ways to address this evolving threat. This paper
contains the outcome of that work. Though we have described aspects of a response for
separate audiences, it is clear that coordinated action by management, system
administrators, Internet service providers and network operators, and incident response
teams is needed to deal effectively with the threat of these tools. To a greater extent than
previously, there is a systemic cause and the need for a systemic solution as reflected in
many of the recommendations in this report.

Distributed-system intruder tools demonstrate that the security of any site on the Internet
depends, in part, on the security of all other sites on the Internet. Coordinated attacks
across national boundaries have been observed. The tools and attacks demonstrate that a
network that optimizes its technology for speed and reliability at the expense of security
may experience neither speed nor reliability, as intruders abuse the network or deny its
services. The intruder technology is evolving, and future tools may be more difficuit to
defeat.

Workshop participants encourage readers to distribute this paper widely, but also to be
vigilant, keeping informed about further developments and checking web sites of

organizations such as the CERT/CC, other members of the response community, and
vendors.

This paper was last updated on December 10, 1999

20
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Introduction

The distributed denial of service attacks during the week of February 7 highlighted security
weaknesses in hosts and software used in the Internet that put electronic commerce at risk.

These attacks also illuminated several recent trends and served as a warning for the kinds of
high-impact attacks that we may see in the near future. This document outlines key trends and
other factors that have exacerbated these Internet security problems, summarizes near-term
activities that can be taken to help reduce the threat, and suggests research and development
directions that will be required to manage the emerging risks and keep them within more
tolerable bounds. For the problems described, activities are listed for user organizations, Internet
service providers, network manufacturers, and system software providers.

Key Trends and Factors

The recent attacks against e-commerce sites demonstrate the opportunities that atiackers now
have because of several Internet trends and related factors:

e Attack technology is developing in an open-source environment and is evolving rapidly.
Technology producers, system administrators, and users are improving their ability to
react to emerging problems, but they are behind and significant damage to systems and
infrastructure can occur before effective defenses can be implemented. As long as
defensive strategies are reactionary, this situation will worsen.

e Currently, there are tens of thousands — perhaps even millions — of systems with weak
security connected to the Internet. Attackers are (and will) compromising these machines
and building attack networks. Attack technology takes advantage of the power of the
Internet to exploit its own weaknesses and overcome defenses.

e Increasingly complex software is being written by programmers who have no training in
writing secure code and are working in organizations that sacrifice the safety of their
clients for speed to market. This complex software is then being deployed in security-
critical environments and applications, to the detriment of all users.
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User demand for new software features instead of safety, coupled with industry response
to that demand, has resulted in software that is increasingly supportive of subversion,
computer viruses, data theft, and other malicious acts.

Because of the scope and variety of the Internet, changing any particular piece of
technology usually cannot eliminate newly emerging problems; broad community action
is required. While point solutions can help dampen the effects of attacks, robust solutions
will come only with concentrated effort over several years.

The explosion in use of the Internet is straining our scarce technical talent. The average
level of system administrator technical competence has decreased dramatically in the last
5 years as non-technical people are pressed into service as system administrators.
Additionally, there has been little organized support of higher education programs that
can train and produce new scientists and educators with meaningful experience and
expertise in this emerging discipline.

The evolution of attack technology and the deployment of attack tools transcend
geography and national boundaries. Solutions must be international in scope.

The difficulty of criminal investigation of cybercrime coupled with the complexity of
international law mean that successful apprehension and prosecution of computer crime
is unlikely, and thus little deterrent value is realized.

The number of directly connected homes, schools, libraries and other venues without
trained system administration and security staff is rapidly increasing. These “always-on,
rarely-protected” systems allow attackers to continue to add new systems to their arsenal
of captured weapons.
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Immediate Steps to Reduce Risk And Dampen the Effects of Attacks

There are several steps that can be taken immediately by user organizations, Internet service
providers, network manufacturers, and system software providers to reduce risk and decrease the
impact of attacks. We hope that major users, including the governments (around the world) will
lead the user community by setting examples — taking the necessary steps to protect their
computers. And we hope that industry and government will cooperate to educate the community
of users — about threats and potential courses of action — through public information campaigns
and technical education programs.

In all of these recommendations, there may be instances where some steps are not feasible, but
these will be rare and requests for waivers within organizations should be granted only on the
basis of substantive proof validated by independent security experts.

Problem 1: Spoofing

Attackers often hide the identity of machines used to carry out an attack by falsifying the source
address of the network communication. This makes it more difficult to identity the sources of
attack traffic and sometimes shifts attention onto innocent third parties. Limiting the ability of an
attacker to spoof IP source addresses will not stop attacks, but will dramatically shorten the time
needed to trace an attack back to its origins.

Solutions:

e User organizations and Internet service providers can ensure that traffic exiting an
organization’s site, or entering an ISP’s network from a site, carries a source address
consistent with the set of addresses for that site. Although this would still allow addresses
to be spoofed within a site, it would allow tracing of attack traffic to the site from which
it emanated, substantially assisting in the process of locating and isolating attacks traffic
sources. Specifically user organizations should ensure that all packets leaving their sites
carry source addresses within the address range of those sites. They should also ensure
that no traffic from "unroutable addresses" listed in RFC 1918 are sent from their sites.
This activity is often called egress filtering. User organizations should take the lead in
stopping this traffic because they have the capacity on their routers to handle the load.
ISPs can provide backup to pick up spoofed traffic that is not caught by user filters. ISPs
may also be able to stop spoofing by accepting traffic (and passing it along) only if it
comes from authorized sources. This activity is often called ingress filtering.

o Dial-up users are the source of some attacks. Stopping spoofing by these users is also an
important step. ISPs, universities, libraries and others that serve dial-up users should
ensure that proper filters are in place to prevent dial-up connections from using spoofed
addresses. Network equipment vendors should ensure that no-IP-spoofing is a user
setting, and the default setting, on their dial-up equipment.
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Problem 2: Broadcast Amplification

In a common attack, the malicious user generates packets with a source address of the site he
wishes to attack (site A) (using spoofing as described in problem 1) and then sends a series of
network packets to an organization with lots of computers (Site B), using an address that
broadcasts the packets to every machine at site B, Unless precautions have been taken, every
machine at Site B will respond to the packets and send data to the organization (Site A) that was
the target of the attack. The target will be flooded and people at Site A may blame the people at
Site B. Attacks of this type often are referred to as Smurf attacks. In addition, the echo and
chargen services can be used to create oscillation attacks similar in effect to Smurf.

Solutions:
e Unless an organization is aware of a legitimate need to support broadcast or multicast
traffic within its environment, the forwarding of directed broadcasts should be turned off.
Even when broadcast applications are legitimate, an organization should block certain
types of traffic sent to "broadcast” addresses (e.g., ICMP Echo Reply) messages so that
its systems cannot be used to effect these Smurf attacks.

® Network hardware vendors should ensure that routers can turn off the forwarding of IP
directed broadcast packets as described in RFC 2644 and that this is the default
configuration of every router,

¢ Users should turn off echo and chargen services unless they have a specific need for
those services. (This is good advice, in general, for all network services - they should be
disabled unless known to be needed.)

Problem 3: Lack of Appropriate Response To Attacks

Many organizations do not respond to complaints of attacks originating from their sites or to
attacks against their sites, or respond in a haphazard manner. This makes containment and
eradication of attacks difficult. Further, many organizations fail to share information about
attacks, giving the attacker community the advantage of better intelligence sharing.

Solutions:
» User organizations should establish incident response policies and teams with clearly
defined responsibilities and procedures.

« ISPs should establish methods of responding quickly and staffing to support those
methods when their systems are found to have been used for attacks on other
organizations.

« User organizations should encourage systemn administrators to participate in industry-
wide early warning systems, where their corporate identities can be protected (if
necessary), to counter rapid dissemination of information among the attack community.

s Attacks and system flaws should be reported to appropriate authorities (e.g., vendors,
response teams) so that the information can be applied to defenses for other users.
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Problem 4. Unprotected Computers

Many computers are vulnerable to take-over for distributed denial of service attacks because of
inadequate implementation of well-known “best practices.” When those computers are used in
attacks, the carelessness of their owners is instantly converted to major costs, headaches, and
embarrassment for the owners of computers being attacked. Furthermore, once a computer has
been compromised, the data may be copied, altered or destroyed, programs changed, and the
system disabled.

Solutions:

User organizations should check their systems periodically to determine whether they have
had malicious software installed, including DDOS Trojan Horse programs. If such software
is found, the system should be restored to a known good state.

User organizations should reduce the vulnerability of their systems by installing firewalls
with rule sets that tightly limit transmission across the site’s periphery (e.g. deny traffic, both
incoming and outgoing, unless given specific instructions to allow it).

All machines, routers, and other Internet-accessible equipment should be periodically
checked to verify that all recommended security patches have been installed.

The security community should maintain and publicize a current “Top-20 Exploited
vulnerabilities” and the “Top 20 Attacks” list of currently most-often-exploited
vulnerabilities to help system administrators set priorities.

Users should turn off services that are not required and limit access to vulnerable
management services (e.g., RPC-based services).

Users and vendors should cooperate to create “system-hardening” scripts that can be used by
less sophisticated users to close known holes and tighten settings to make their systems more
secure. Users should employ these tools when they are available.

System software vendors should ship systems where security defaults are set to the highest
level of security rather than the lowest level of security. These “secure out-of —the-box”
configurations will greatly aid novice users and system administrators. They will
furthermore save critically-scarce time for even the most experienced security professionals.

System administrators should deploy “best practice” tools including firewalls (as described
above), intrusion detection systems, virus detection software, and software to detect
unauthorized changes to files. This will reduce the risk that systems are compromised and
used as a base for launching attacks. It will increase confidence in the correct functioning of
the systems. Use of software to detect unauthorized changes may also be helpful in restoring
compromised systems to normal function.

System and network administrators should be given time and support for training and
enhancement of their skills. System administrators and auditors should be periodically
certified to verify that their security knowledge and skills are current.
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Longer Term Efforts to Provide Adequate Safeguards

The steps listed above are needed now to allow us to begin to move away from the extremely
vulnerable state we are in. While these steps will help, they will not adequately reduce the risk
given the trends listed above. These trends hint at new security requirements that will only be
met if information technology and community attitudes about the Internet are changed in
fundamental ways. In addition, research is needed in the areas of policy and law to enable us to
deal with aspects of the problem that technology improvements will not be able to address by
themselves. The following are some of the items that should be considered:

e Establish load and traffic volume monitoring at ISPs to provide early warning of attacks.

e Accelerate the adoption of the [Psec components of Internet Protocol Version 6 and Secure
Domain Name System.

o Increase the emphasis on security in the research and development of Internet II.

e Support the development of tools that automatically generate router access control lists for
firewall and router policy.

e Encourage the development of software and hardware that is engineered for safety with
possibly vulnerable settings and services turned off, and encourage vendors to automate
security updating for their clients.

» Sponsor research in network protocols and infrastructure to implement real-time flow
analysis and flow control.

e Encourage wider adoption of routers and switches that can perform sophisticated filtering
with minimal performance degradation.

s Sponsor continuing topological studies of the Internet to understand the nature of “choke
points.”

e Test deployment and continue research in anomaly-based, and other forms of intrusion
detection

e Support community-wide consensus of uniform security policies to protect systems and to
outline security responsibilities of network operators, Internet service providers, and Internet
users.

o Encourage development and deployment of a secure communications infrastructure that can
be used by network operators and Internet service providers to enable real-time collaboration
when dealing with attacks.
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e Sponsor research and development leading to safer operating systems that are also easier to
maintain and manage.

e Sponsor research into survivable systems that are better able to resist, recognize, and recover
from attacks while still providing critical functionality.

e Sponsor research into better forensic tools and methods to trace and apprehend malicious
users without forcing the adoption of privacy-invading monitoring.

e Provide meaningful infrastructure support for centers of excellence in information security
education and research to produce a new generation of leaders in the field.

e Consider changes in government procurement policy to emphasize security and safety rather
than simply cost when acquiring information systems, and to hold managers accountable for
poor security.

A Living Document

This Roadmap is a living document and will be updated periodically when new or altered threats
require changes to the document. Furthermore it is a consensus document — a product of the
joint thinking of some of the best minds in security — and it will continue to improve if you share
your experiences in implementing the prescriptions. Please send feedback and suggestions to
sansro@sans.org with the subject: DDOS Roadmap.
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Mr. HORN. Thank you very much.

We will now go to questioning. It will be 5 minutes to a side. We
will get everybody in here in three rounds, if you need them.

[Pause.]

Mr. HorN. This looks like a vote.

What I want to do is start on one issue. Then I will yield to Mr.
Turner. As I listened to the comment about maybe we need a tzar
in this area, usually my spinal column starts wiggling. As a stu-
dent of Russian history, I keep wondering what happened to a lot
of tzars and who is Rasputin in this operation? So, I guess I would
ask, is the Koskinen model a good one for this?

Now, with the Koskinen model, then when Mrs. Maloney and I
wrote the President, then talked to him and said, look, you have
got to get somebody to coordinate this effort. Some were waving the
flag for a tzar. I was not. The way it worked out, one, the President
picked a person that he had known before he was President and
had trust in.

No. 2, we made him assistant to the President, which is the high-
est rank you can have in the White House hierarchy. No. 3, he was
not in OMB. He was housed near there. The President had him
and the President spread the word to the Cabinet that this is seri-
ous business, when they finally got around to it.

No. 4, they called on each of the Deputy Secretaries that really
run departments and obviously involved the Chief Information Offi-
cers, who are the people we ought to be spending the time to be
the managers they are supposed to be of communications and infor-
mation in their particular agencies. So, I guess I would simply like
to get the feeling of you as to whether that was a successful model
that we could also apply to computer security and not have some
tzar in OMB.

Of course, as you know, I am trying to split the management
part out of OMB. It might well roost there, but the fact is the
model I think worked the way it did. I do not know if any of you
want to take that and say, hey, there is another way to look at
this. Go ahead. Mr. Gilligan.

Mr. GILLIGAN. Sir, let me give you some perspectives. I think the
model with the particular individual, John Koskinen, worked ex-
tremely well. I think there were a number of factors that made it
work well, one of which was the personal characteristics and
strength of John Koskinen. I think there were also some other fac-
tors that made it effective. That was the urgency and the imme-
diacy of Y2K heightened the interest across the board.

There was a need and a willing acceptance of someone to help
lead the effort across government and across really the country. It
is not clear to me that an exact parallel to that would work as ef-
fectively in computer security. I know that there has been some
frustration, and there continues to be at all levels, with our dif-
ficulty of pulling together across-government activities in this area.

So, it is clear that we need to emphasize and we need to work
in that area. Obviously it is something the CIO Council is trying
to address, and yet we realize that we have limited abilities as
well. So, while I would not specifically endorse the exact model, I
think we need to continue to look for some way to better leverage
our across-government efforts in this area as a part of our solution.
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Mr. HORN. Any other thoughts on this? Mr. Tritak.

Mr. TRITAK. I would agree with those comments.

Mr. HORN. So, you would like that model?

Mr. TRITAK. I think what is intriguing about the Koskinen and
the Y2K effort generally is, in many respects, the Y2K was your
first critical infrastructure challenge to the United States. It had
a lot of things going for it. First of all, there was a recognition. In
fact, industry actually led the way. The government took a little
while to get onboard.

There was an acknowledgment of what the challenge was. There
was a known problem. The people rallied for it. I think that when
you look at the Koskinen model, it is important to look at what the
factors of success were. You have identified quite a few of them. He
was viewed as having the authority. He worked very closely with
the Cabinet. The Cabinet knew that when he walked into the room,
who he was, and what he stood for.

We certainly cannot under-emphasize the importance of a leader-
ship and view it as someone who is speaking with authority on be-
half of the President; especially when you are talking about across-
agency issues, which critical infrastructure really is all about. If
you look at the way this has evolved, there was a time probably
when the Computer Security Act was actually passed where you
could talk about a computer system within an agency. It was that
agency’s system.

Now, you are looking more at an interconnected set of systems.
You have to ensure, in terms of the government as a whole provid-
ing a service to the Nation, that you have strong links across gov-
ernment agencies, as well as within them, so that you do not create
weak links in the chain. Now, with that said, I think that we have
to look very closely about how the challenges, as ongoing, differ
from the Y2K experience before you talk about institutionalizing a
new position.

I think certainly some of the ingredients that you indicated bear
close scrutiny and attention on that. In fact, you could make the
case that, that kind of leadership becomes even more essential in
some regards when the known threats are not as immediate, but
you know they are out there and they could happen at any time
as opposed to a date-specific.

Mr. HORN. Any other comments on this?

I will yield 5 minutes to the gentleman from Texas. If you would
like, we could recess now to go vote, and then come back, and then
start with your 5 minutes. Is that OK with you?

Mr. TURNER. That is fine.

Mr. HorN. OK. We are going to be in recess then for 20 minutes
so we can get these two votes.

[Recess.]

Mr. HORN. This subcommittee will be in order. We will proceed
with the questioning. It is 5 minutes for Mr. Turner, the ranking
member from Texas.

Mr. TURNER. Thank you, Mr. Chairman.

I appreciated your comments. I really get the impression that
what you were saying to us is that there is a lot of work that has
got to be done in the area of new technology before we will ever
have any hope of really having a secure Internet. I guess I was
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kind of curious as to what types of things you are talking about?
We made the comparison a minute ago to the Y2K problem.

To me, what we are talking about today dwarfs the Y2K problem.
In that arena, we had a date certain we were working toward. We
knew if we made it past that date, we had succeeded. The govern-
ment was able to provide a coordinating role for both the public
and the private sector. This challenge seems to be so much greater.
When you say we need better technologies, what kinds of things
are we talking about?

Mr. PETHIA. First of all, the driving factor behind my belief is
that more and more devices attached to Internet are going to be-
come consumer items. I think we are already there with personal
computers. We are almost there, even with some devices like rout-
ers and fire walls, when you think about having these things in-
stalled in libraries, in doctors’ offices, and in places where you
would not expect to find someone with a degree in computer
science.

That is going to continue. We are going to have all kinds of de-
vices at home. We are going to have hand-held portable units. We
are going to have cell phones connected, as we already do, into the
Internet. So, from one perspective what we need to do is to make
security much simpler than it is today. You can configure a very
secure personal computer, be it a Unix box or a Microsoft Windows
box.

All of the mechanics are there to do that, but it is not easy. It
takes a lot of understanding and a lot of knowledge. Not only do
you have to get it right the first time, you have to keep it that way
over time as you add new applications into your personal computer.
So, if you think back to the 1960’s when all computers were hard
to use in all kinds of ways, the industry responded very well with
a lot of research and development in easy-to-use, in fact ease of use
was the buzz word for the industry back then.

We need the same effort today, in terms of security controls and
security mechanisms. Bring those controls and mechanisms to the
point where the average user could use them. I think that is sort
of a near-term, by “near-term” I mean a 2- to 3-year effort that
could show some results, significant results, major results in that
period of time.

Mr. TURNER. I forget the name of the group or company that is
certifying whether something is secure or not. I read about it some-
where. Is that the kind of thing that would motivate the private
sector to be sure they develop their products in a way that they can
be secure?

Mr. PETHIA. I think that kind of thing will certainly help. I think
the tension is going to be between the length of time it takes to
do the evaluations and the market forces that keep driving new
products. Very often, the situation of doing an exhaustive evalua-
tion takes time. By the time you are through with that evaluation,
the marketplace has already moved on to the next generation of
products. I think we have to struggle with that issue.

Mr. TURNER. That seems to be one of my greater concerns be-
cause this field moves so fast. It is always the private sector that
is moving forward. We had some government effort over there,
though it is not in one place right now. It seems that the govern-
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ment effort, even if we consolidate it, is always going to be a step
behind what is really going on in the private sector.

So, it is forcing you to try to think of private sector incentives
to try to make this all happen. I cannot get it in my mind that the
government is going to be able to keep up with it.

Mr. PETHIA. I think the private sector interest is rising. I think
as more and more damage happens on the Internet, people are
going to begin to understand that investing in security is some-
thing they are going to need to do in order to keep their businesses
operational. So, I think that is happening. I see a big increase in
private sector interest today, over just a year ago. That trend has
been going on for several years.

I think the marketplace, in my opinion, has become complacent.
The marketplace is currently accepting whatever the vendors
produce. I think an awareness campaign and an understanding
that technology can be changed; technology does not have to be the
way it is today is something that would help move, first of all, the
consumer to a better understanding of the kind of quality the con-
sumer should expect from a product.

Then finally, the technology producers, as they begin to see a
marketplace for that new product, to begin to produce. There is a
place where I think government campaigns focused on broad-scale
awareness, understanding, helping the consumer, both in govern-
ment and outside government, understand that technology possi-
bilities exist beyond what we have available to us today, I think,
would go a long way to spur that kind of effort.

Mr. TURNER. Is it a reasonable suggestion to think in terms of
a second Internet? After all, we are even getting to the point where
much of what takes place can even be done in a wireless mode. Is
there a reason to consider that there could be more than one Inter-
net? That there are secure Internets so that we can solve some of
our national security type problems and others in a way that we
know that we are protected?

Me. PETHIA. Certainly, I think there are some needs for high se-
curity in some applications where those networks and systems will
remain isolated and should remain isolated from the broad Inter-
net. I think the last 10 years of history has told us that the Inter-
net is going to continue to evolve. It is going to continue to lure
people because of the broad connectivity that is available over the
Internet, and also because of the dramatic lower cost of operating
on this huge network where everybody shares the expense.

I think the economics are going to continue to push most organi-
zations toward the Internet. I think the challenge as to rather than
trying to isolate from the Internet, the question is how do we go
about fixing the Internet so that we can all enjoy the level of secu-
rity that we need?

Mr. TURNER. Your effort at Carnegie Mellon, through the Com-
puter Emergency Response Team, seems to me to be an excellent
private sector initiative. Do you think government is capable of du-
plicating that or will it be best left to efforts like yours?

Mr. PETHIA. I think it is going to take a combination of efforts.
There are within the government a number of computer emergency
response teams in the DOD, in the Department of Energy, and in
some of the other agencies. There is the FedCIRC activity which



151

we actually participate in. So, I think there is a large government
effort there. One of the advantages that I think we have is that in
addition to the reactive work that we do, we are also housed in a
research university.

So, in the private sector where you can have these kinds of reac-
tive capabilities to help us understand what the problem is, but
also marry with that a research and development capability we can
move toward solution. That, I think, is a good combination. So,
there perhaps is a way where government can team with organiza-
tions in the private sector, with the government doing some of the
response reactive work, ensuring that they have close working rela-
tionships with technology researchers so that the researchers really
understand what the real problems are.

Mr. TURNER. Thank you, Mr. Chairman.

[The prepared statement of Hon. Jim Turner follows:]
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Statement of the Honorable Jim Turner
GMIT Hearing: “Computer Security: Are We Prepared for

Cyberwar?”
03/09/00

Thank you, Mr. Chairman. The issue of computer security
is broader and potentially poses a greater threat to our country
than the Y2K challenge. More than any other nation, the United
States depends on interconnected computer systems -- including
the Internet -- to support critical operations and services both in
the public and private sectors. Federal agencies increasingly
rely on computers and electronic data to perform functions that
are essential to the national welfare and directly affect the lives

of millions of individuals.

While beneficial, this reliance has increased the risks of
computer-based fraud, inappropriate disclosure of sensitive data,

and disruption of critical computer-supported operations and
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services. Recent attacks by computer hackers on several of the
nation’s largest Internet sites, which rendered these sites
inaccessible for hours, illustrate the damage that could occur if

the federal computer system was invaded.

With this in mind, it is alarming to know that the federal
government is not adequately protecting critical federal
operations and assets from computer-based attacks. Recent
audits conducted by the General Accounting Office and agency
inspectors general show that 22 of the largest federal agencies
have significant computer security weaknesses, ranging from
poor controls over access to sensitive systems and data, to poor
control over software development, and nonexistent or weak
continuity of service plans. While a number of factors have

contributed to weak federal information security, the
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fundamental underlying problem is poor security management.

In May 1998, the Administration issued Presidential
Decision Directive 63 (PDD-63), calling for a national effort to
ensure the security of the United States’ increasingly vulnerable
and interconnected infrastructure. On January 7, 2000, in
response to PDD-63 and in an effort to better safeguard against
computer disruptions within critical sectors, the Administration
introduced the “National Plan for Information Systems
Protection.” The plan calls for new initiatives to strengthen the
nation’s defense against threats to public and private sector
information systems that are critical to the country’s economic

and social welfare.

The purpose of this hearing is to focus on the federal
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efforts being undertaken to protect the nation’s critical cyber-
based infrastructures. I am pleased that the Congress has made
this issue a priority. Only yesterday, the House Committee on
Armed Services, of which I am a member, held a hearing on the
threats posed to our security by cyber-terrorism. The end goal
of this process is to develop a comprehensive national strategy
for infrastructure assurance. We definitely have our work cut

out for us.

I thank the chairman for his focus on this issue and thank
the witnesses that have come here today for their time and

expertise.
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Mr. HoRrN. I thank the gentleman.

Now, I yield to the gentlewoman, the vice chairman from Illinois,
Mrs. Biggert to question the witnesses for 5 minutes.

Mrs. BIGGERT. Thank you, Mr. Chairman.

If T could ask unanimous consent to include my opening state-
ment.

Mr. HORN. Without objection, it will be so ordered as read at the
beginning, after Mr. Turner’s opening remarks.

Mrs. BIGGERT. Thank you.

This is a question for all of you. What is the real threat from
cyber terrorists to the Federal agencies’ mission critical systems? I
know that is a broad question, but how does the administration’s
recently released National Plan for Information Systems Protection
address the plans to mitigate these terrorist threats? I think when
we were talking about Y2K, we had our mission critical systems.
I think that was what was really addressed there. First of all, is
there a threat from the terrorists?

Mr. TRITAK. Well, I think the national plan makes clear that the
threats posed by cyber terrorists as well as nation states is grow-
ing. I would urge you, if you have not already, to get a briefing by
Mr. Michael Vaddis at the National Infrastructure Protection Cen-
ter who could give you a lot more detail, an appropriate level of de-
tail than I can get into. One of the reasons for PDD-63 stemmed
from a Presidential commission which asked the question, what are
the new threats to the Nation? The cold war is over. It is unlikely
that anyone would be foolish enough again to take on the United
States with armed forces. So, what are they?

That question was initially prompted, of course, by a number of
events that were happening in the mid-1990’s, the Towers’ bomb-
ing, Oklahoma City. What is going on here? The recommendation
of that commission was to say that the critical infrastructure of
this country are increasingly becoming vulnerable to types of at-
tacks that could be delivered over the information super highway.

Why? Because as was indicated earlier, traditional infrastruc-
tures are increasingly relying on computer networks, not only to re-
ceive e-mail, but actually perform operational functions of their
business. As you move further and further into deregulation, the
need to cut your costs to make the margins up, you are going to
be relying more and more on information technologies to perform
functions which traditionally may have been performed by manual
labor for example.

Also, in the past, if a computer operational system went down,
say in the electric power industry, they have ways of shifting over
to manual type responses in order to keep the flow of services
going. Now, over the long-term, more and more of those primary
functions are performed by information technology, and if those
systems are then networked either through the Internet or some
wide area network systems, the potential for someone being able to
get in and cause damage increases.

Now, I am glad you also mentioned the critical systems because
this is a very important thing about critical infrastructure assur-
ance. What we are concerned about are those systems within our
critical infrastructures which, if disrupted, could cause immediate
and significant harm to the Nation’s security, its economy, or the
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health and welfare of its people. If someone means to do harm,
they are going to want to leverage their efforts to find weak links
in the chain.

So, one of the purposes of the effort that is outlined in the na-
tional plan is to begin to raise this issue with industry to make
clear that this is more than just a hacking problem. Frankly, they
deal with that now. They know that they are being hacked. Their
websites are being looked at. The idea that if more and more of
their business relies on information technology, for example, bank-
ing and finance, e-commerce, where the very nature of the revenue
stream turns on information technologies. This is a different prob-
lem.

The same thing within the Federal Government. There was a
time when you could talk about a computer system within the Fed-
eral Government and it was the agency’s system. It was insular.
It was self-contained. Now, like everywhere else, you are getting
inter-connectivity between agencies. They are depending on dif-
ferent services, both within government as well as outside of gov-
ernment.

This inter-dependency is one of the newer challenges. An agency
can get their security concerns right, but if they are dependent
upon systems which do not have their security right, that is where
the vulnerability lies. Your types of attacks which, again, Mr.
Vaddis will be in a better position to talk to you about this, they
are looking for the weak links. They are not simply going to willy-
nilly take on any piece of the information infrastructure. They are
going to look for where the highest value payoff is going to come
from.

Mr. GILLIGAN. I think Mr. Tritak has done a good job of summa-
rizing the significance of the threat and many of the characteristics
that contribute to it. I would only add a couple of thoughts. One,
I think it is not just linkages between agencies, but linkages within
sites and within agencies where you find I think unknowingly our
interconnection.

We are just about intermeshed in our network connectivity
among systems that we have the same vulnerabilities. I think sec-
ond, we really, in my view, have kind of two tiers of threat. Unfor-
tunately, a lot of our emphasis and visibility is on what I will call
the lower tier, which is a very unsophisticated, but today, because
of the vulnerabilities, is ineffective and gets a lot of visibility.

Now, I think there is one that is much more sophisticated. We
only get glimpses of it. In many cases, that is something we do not
share a lot of insight. It is almost masked. That is, we are seeing
some of these lower sophistication threats. That is what we are fo-
cusing a lot of attention. I think we need to because you need to
dampen those out of the system before you can really start to focus
and then get the protection that you need to address the more so-
phisticated attack.

Ms. BROwWN. Well, I think both gentlemen have done a really
good job. I would only add that I think one of the key challenges
is not just today’s problem, but the ongoing problem. There is new
software every month. There are new systems every month. So,
there is not a single fix, as in the Y2K, as Mr. Turner and everyone



158

has talked about. There was a single crisis. There was a single
thing that we had to fix.

This is going to be an ongoing problem, and ever more difficult
in many ways to stay on top of as we become more and more glob-
al. So, we need to look at what can we do today, but also on the
more fundamental things to make our systems fundamentally se-
cure. How do we design the systems and how do we design the soft-
ware so it is not up to the user to fix and put the patches, which
will always be there? Somehow, how do we fundamentally make
the system more robust?

Mr. PETHIA. I am building briefly on Mr. Gilligan’s remarks; this
idea of two tiers of threat. At the lowest level, and one of my big
concerns, and the reason that I am advocating for increased em-
phasis on analysis, capability, and data collection is that the low-
level threat, the amount of noise generated by that threat is now
so huge. We literally get 50 new incidents reported to us every day.
We are only 1 of 90 emergency response teams, as well as a num-
ber of government agencies who focus on this issue.

There is so much activity out on the network today. It is very dif-
ficult to pull out from all of that noise the one or two key things
that you really need to pay attention to. In order to stay ahead of
this problem, I think we are going to need to become much more
sophisticated in the way we collect and analyze incidents data. So
we can look for those key indicators that there is something really
significant going.

Mrs. BIGGERT. Thank you. Thank you, Mr. Chairman.

Mr. HORN. Thank you. May I suggest that if we have some addi-
tional questions, that we have a time problem here. A number of
us are involved in things that just go every 15 minutes, starting
at around 12:05 p.m. So, if you do not mind, we would like to sub-
mit some of these questions, I know that I have, to you. Take your
time, but we would love to have them in the record at this point,
your best thoughts, if that is OK with you.

[The information referred to follows:]
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Questions for Withesses

1) (ALL) What is the real threat from cyber terrorists
to Federal agencies’ mission-critical systems?

a)How does the administration’s recently released
“National Plan for Information Systems
Protection” address plans to mitigate these
terrorist threats?

2) (ALL) How involved is the private sector, which
produces virtually all computer equipment and
peripheral devices (e.g., modems, fax machines), in
discussing and leading computer security
initiatives”?

3)(ALL) What guidance are Federal agencies
following to develop computer security plans and
procedures (e.g., National Institute of Standards
and Technology (NIST), Office of Management and
Budget (OMB))?

4)(ALL) s there a need for a Federal Chief
Information Officer to coordinate efforts,
disseminate guidance, and be the focal point for
computer security issues? (analogous to John
Koskinen’s role in the Year 2000 effort)
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Questions for Witnesses

5)(ALL) DISPLAY COLORED CHART Before each
of you is a chart that illustrates the key participants
in managing the Federal Government’s computer
security initiatives. The yellow bubbles at top and
sides represent Executive Branch organizations.
The bottom of the chart contains organizations that
are also key stakeholders in Federal computer
security.

a) Clearly, it's good that all of these organizations
are working on computer security issues.
However, the key question remains: Who is -
coordinating Federal computer security efforts?

6)(ALL) What, if any, other policies have Federal
agencies or the private sector developed to protect
key Federal assets?
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Ms. BROWN. Thank you very much for the opportunity.

Mr. HOrN. Well, we thank you. The chart here I particularly
want your comments. That is our question 5, for the majority. I
think you have it. Now, this was prepared by counsel, Mr. Ryan.
He is 100 percent Irish. I am only 50 percent Irish. It is not even
St. Patrick’s Day. I look at that. I looked for Jesse Jackson on the
floor. It looks like the Rainbow Coalition. He is serious about this
and we are.

So, we would like your best shot at it, in terms of all of these
organizations and how they can work on computer security issues.
The key question still remains on who is coordinating this oper-
ation? Are there various ways, given the private sector, the Federal
sector, the State sector, the local sector, the non-profit sector? So,
if you would struggle a little with that, we would appreciate it.

Well, thank you very much for coming. We will now swear in the
next panel.

Mr. HORN. We have Mr. Jim Gerretson, Director of Operations,
Information, Assurance, ACS Defense, Inc.; Mr. Mark Rasch, senior
vice president and legal counsel, Global Integrity Corp.; and Mr.
James Adams, chief executive officer, iDEFENSE.

Gentlemen if you will just stand and raise your right-hands.

[Witnesses sworn.]

Mr. HORN. The clerk will note all three witnesses affirmed. We
will begin, Mr. Gerretson with you. It will be 5 minutes for a sum-
mary. We are going to have to stick to that. We all have your pa-
pers. If you were not in the room, they automatically go in at this
point in full. If you can give us a summary, and then we would like
{:)o h?{ve some questions before noon. Then we are going to have to

reak.

So, Mr. Gerretson, it is all yours.

STATEMENTS OF JIM GERRETSON, DIRECTOR OF OPER-
ATIONS, INFORMATION ASSURANCE, ACS DEFENSE, INC.;
MARK RASCH, SENIOR VICE PRESIDENT AND LEGAL COUN-
SEL, GLOBAL INTEGRITY CORP.; AND JAMES ADAMS, CHIEF
EXECUTIVE OFFICER, iDEFENSE

Mr. GERRETSON. Mr. Chairman and members of the committee,
thank you for giving me the honor of testifying today. I am here
today to give you a brief presentation on hacking. We believe that
in order to start to fix your systems and networks, that you have
to understand the enemy, and hackers really are the enemy. The
following presentation will take you briefly through what we call
the hacker protocol and demonstrate just some of the tools and
techniques used by hackers to gain access to your systems.

All of the tools that you are going to see today are freely avail-
able on the Internet or you can go to a local computer show on a
weekend and, for $10 per CD, buy a full CD of different types of
hacks. The current data base that we have contains over 3
gigabytes of data. What you see on the screen before you is what
we call the hacker protocol. Different people may use different
terms, but professional hackers in nation states that implement
hacking as warfare do follow the same concepts.

The thing that is important to recognize here is this is highly
structured in its approach and in its planning. A good hack, for bet-
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ter or for worse, is invariably a well-thought-out, well-executed op-
eration.

Mr. HORN. I might add on that very useful chart that, that will
be placed in the record at this point, without objection. All other
charts will be put in appropriately where they have been used by
the witness or the staff. So, all of those charts will go in the final
hearing report.

Mr. GERRETSON. Thank you, sir.

[Slide shown.]

Mr. GERRETSON. The first phase of the hacking protocol is intel-
ligence gathering. This is primarily an espionage operation. There
are many facets to it. Social engineering is a large part. I may act
as a user calling up a help desk and say I have forgotten my pass-
word. Help desks are setup to be very helpful. They will frequently
say, the default password is, or your network is. So, I get a lot of
information that way.

Open source materials such as newspapers, prospectuses, and li-
brary magazine articles are also a wonderful way of getting infor-
mation. You hear the term a lot, but “dumpster diving” is also a
very popular way of getting information on your system.

[Slide shown.]

Mr. GERRETSON. Once we have done the intelligence gathering,
the next step is to do reconnaissance. Again, to define the target.
Your domain host is the name of your computer system on the net-
work. I want to know what I have got, see if I can attack it, and
how I can attack it. This is what we are going to show you. It is
a freely available program called NMAP. We are going to take that
information that we have gathered and scan your network to deter-
mine what is there. The program that we are using is called Ping
Sweep.

[Slide shown.]

Mr. GERRETSON. In simple terms, my computer is going out to
your network and saying, hello, are you there? Your computers are
coming back and saying, yes, I am. What you see here, with these
being listed, are computer targets that have come back and said,
I am here. What we have now done is identified a target set. We
are not wasting our time.

[Slide shown.]

Mr. GERRETSON. The next slide, we are going to take one of those
targets that we have identified and go and look for additional infor-
mation. What we are trying to do is find out what services are
open, as you see, I am pointing out. These are all considered serv-
ices on a computer. This one, for example, is finger, which we will
talk about in a second.

What we are doing is finding a means to attack your system. We
are also going to go out to try to find out the operating system that
your computer is running which is again identified. Once we have
this information, we can now go and do specific probes. What we
are going to do is take that information and look for a way to get
into your system.

[Slide shown.]

Mr. GERRETSON. This presentation that we are going to show you
now is one of the tools called Finger. It is an information gathering
tool, you are seeing it used in a way it was never intended to be
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used. In order to attack and control the system, you need three
things. You need a valid user name. You need a valid password,
and you need a host address from the computer system that is al-
lowed to talk to you.

If you look across here, as I am highlighting “student one,” I now
have a valid ID and I now have a valid computer system that I am
talking from. I have two of the three items that I need to attack
this system.

[Slide shown.]

Mr. GERRETSON. This next scan, web servers as we are all aware,
are a wonderful target for attack. It used to be that in order to do
the attack, I had to know all of the systems and all of the
vulnerabilities. Now, I have a tool that will run it for me automati-
cally. It requires very little work on my part. It identifies the serv-
er type that is running and will simply go out and scan all of the
CGI weaknesses on this web system. I do not even have to know
what these systems are now.

I do not have to know what these vulnerabilities are. It just tells
me it finds one. I go out to my tool kit, pull in this particular at-
tack and away I go. Once we do that, we are trying to get a toehold
on the system. This is basically I just get into your box any way
I can. I cannot control the data. I do not need it, but I am on it
and it gives me the next step.

[Slide shown.]

Mr. GERRETSON. The next step is to go from just being a user
into what we call the root or administrator level of the system then
we really do own this box. I am going to skip this example.

[Slide shown.]

Mr. GERRETSON. We are going to go and actually break into this
system and take it over. It acts as a user system. What this pro-
gram does is it shows us actually going in and doing an attack on
the system that in a matter of about 15 seconds turns us into the
root administrator of the box, simply from being a user. Once we
have gotten control of the system, there are a lot things we can do.

We could kill this box. We could take the information. But what
we do want to do is use it again later. So, we are going to hide our
track. We do not want people to know we are there. We can do that
by deleting files or modifying log files. We are going to show you
a quick example of how we just simply modify a log file.

[Slide shown.]

Mr. GERRETSON. This is a program called Wipe. We have a user
account. We are called “Reacher.” We get into the system. If the
system administrator were to check his logs, he would say, why is
this guy here. But we have gone and wiped it. We are no longer
there. We are now invisible to the person that runs this machine.

[Slide shown.]

Mr. GERRETSON. We can put Trojans on the system. A Trojan is
a program that will look like something that is a valid program
that is supposed to be there, but in effect it is a program that does
a lot of bad things. In this brief example, listen. We can record
every keystroke you type on the system. We can turn on your
sound system. So, if you have a microphone, we can record every-
thing that is said in the area, and you will never know what hap-
pened.
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[Slide shown.]

Mr. GERRETSON. Now, sounds bad and it gets worse. I will make
a bold statement that if you are connected to the network, and if
I have enough time and want to make the effort, I can hack you.
The only sure fire way to protect your system is to disconnect it
from the network. Take out your floppy. Take out your CD and
then lock it up in a secure room. Anything short of that, eventually
it can be had.

It sounds pretty bad, but there is hope. It is not all bad; just
mostly bad. The first thing is you have to have a vulnerability as-
sessment. You have to know what your security posture is. Second,
we believe in the defense-in-depth approach. It is vital. There is no
single solution to make your system secure. You have to have lay-
ered approachs that complement each other.

The next thing, training is the key. As the earlier witnesses said,
there are good people out there, but they just do not understand
security. One of the key things to recognize is the solution that
works today may not work in 6 months. You will never have a final
solution. You are constantly reassessing.

Thank you for your time.

[The prepared statement of Mr. Gerretson follows:]
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CS DEFENSE WELCOMES THIS OPPORTUNITY to testify before this distinguished Subcommittee
Aon Government Management, Information, and Technology. We believe that Information

Assurance is critical to the well being of the United States.
Our presentation today will introduce the members of this
committee to the structured nature of hacking. ACS” experience
has been that while many people understand the end result of
A hacking, i.e. a system crashes, or data is damaged or stolen, they
Presentation don’t truly understand how they were attacked, how a hacker or
team of hackers work, and the protocol that talented intruders
follow. In order for an organization or individual to protect itself,
it must know the enemy.

Hacker Protocol

ACS Defense, Inc. Network Security Team

It is important to understand the difference between serious, talented adversaries and so-called “script
kiddies,” who are proliferating the net today because of easy access to GUI-driven tools. Literally anyone
today with limited knowledge of networks and computers can become a hacker. While annoying, this
type of hacker activity can be protected against with relative ease. This presentation focuses on the
intruder who truly understands networks and computers. Our intent is not to provide a detailed hacker
profile, but merely to highlight how they operate.

Slides from today’s presentation are included within this document. The slides are a condensed version
of the Security Awareness Briefing that ACS provides to customers in order to increase awareness of the
hacker’s protocol. For readers’ convenience, a Glossary of Selected Terms is attached.

The Hacker Protocol

THE HACKER PROTOCOL
# Intelligence Gathering

The Protocol consists of five phases:  Reconnaissance and Probe
: + Attack and Tochold

1) Intelligence Gathering + Advance and Conquer

2) Reconnaissance and Probe « Stealth and Sanitize

3) Attack and Toehold 4

4) Advance and Conquer

5) Stealth and Sanitize

Each phase serves a distinct purpose in furthering the ultimate cause of controlling someone else’s
computer, system or network.

INTELLIGENCE GATHERING Tntelligence Gathering

: + Social Engineering
Intelligence gathering begins after attackers have selected a _ Help desks
target that meets their specific goals. Attackers will gather - Techuical support
intelligence through social engineering, a company |+ Open Source
prospectus or other open source information. They will j:;‘):":"’::
complete this phase before ever touching a computer _ Library

keyboard.

M ;

A C s
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RECONNAISSANCE AND PROBE

The attackers gather all available information on a selected
target in this phase. Methods used include conducting on-line
research using tools such as an internic search, traceroute and
whois. This information enables the attacker to determine
target parameters including IP address, Host Names, Host
Types, User Names and Operating System (OS) types.
Attackers begin testing the target for weaknesses or
vulnerabilities using information gathered during
reconnaissance. Probing methods include port scanning and
OS fingerprinting. Probing determines network
architecture, routers and switches, firewall location and
system vulnerabilities.

ATTACK AND TOEHOLD

Once attackers have examined the target and identified
potential weaknesses, they launch attacks to gain a toehold on
the system. The attack usually results in the compromise of a
limited access (user) account, at which time the hacker will
upload their “Rootkit.” A “Rootkit” is an OS specific set of
software tools used to continue their attack on the system. At
this stage, a hacker could begin to disrupt network
services or use the system in a distributed denial of service
attack, such as Trin00.

ADVANCE AND CONQUER

In this phase, hackers advance their privileges to system
administrator level. This level of access allows hackers
complete control of the system and in turn, opens up many
more avenues of attacks, exploits, or data manipulation
including data theft. At this point, the entire enterprise
network may be at risk.

Reconnaissance and Probe

+ Define Target
~ Domain
- Single host
+ Gather Information
- Target system
— Network

Reconnaissance and Probe

+ Identify Target Vulnerabilities
+ Scan the Victim for Weaknesses

+ Use Information from
Reconnaissance Phase to Determine
an Effective Exploit

— Finger (Information services)

— HTTP (Web serversy

— Telniet (Clear text terminal-emulation)
— Sendmail version information (Mai

Attack and Toehold

+ Exploit Weakest Host/Vulnerability

+ Typical Toehold is User-Level
Access

Advance and Conguer

# Advance from:

N

A C s



168

STEALTH AND SANITIZE

Once hackers have gained root access to the system, the next

step is to ensure that their activities go undetected. At a g

minimum, although in no particular order, a successful intruder
will sanitize logs, install trojans, and place back doors on the
system. Audit logs that would alert a system administrator to
the presence of an unauthorized user or activities are be
modified or “wiped.”

Trojans, such as “sniffer” programs are installed as legitimate
processes that hide the intruder’s presence while providing
him additional user names and passwords to further
compromise the network. Back doors are installed to subvert
firewalls or provide the intruder with a means of accessing the
system undetected by software or hardware protection, even
if the original vulnerability is discovered and eliminated.

CAN IT GET WORSE?

Yes it can. We are always asked if organizations can
completely protect themselves from being hacked. The answer
is a qualified “Yes.” If they disconnect their network, take out
the floppy drive, remove the keyboard and mouse, and lock
the system away, the system can not be hacked. Short of that
and given enough time, effort and skill, almost any system
can be compromised.

Stealth and Sanitize

4 Hide Tracks — Modify Logs
+ Install Backdoors — Trojans
& Install Sniffers

Stealth and Sanitize

¢ Unix Log Files
— Zap
— Wipe

+ NT Log Files
~ Process hider
- Log killer

Steaith and Sanitize

& Trojans
— Alter valid programs/services
— Add hidden programs/services
- Defeat logzing, firewalls, IDS

Can It Get Worse?

# Tools and Technigues are Free and
Constantly Updated

4 Neo Solution is Final
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Is THERE ANY HOPE? ' Is There Any Hope?
Yes, there is. There are several things that can help * Assess Vulnernbility '
organizations protect themselves. ¢+ Defense-Tn-Depth is Critical

+ Integrated Training

Fizst, organizations must understand their specific security
posture. Vulnerability Assessments are crucial in determining
security vulnerabilities and how they could be exploited. An
organization must identify the specific threat to their systems
and, based upon that threat, determine the risk. They then
weigh the cost of not implementing any security measures
versus the cost to protect the organization’s systems and data.
Once those decisions are made, they can begin implementing measures to reduce or eliminate security
vulnerabilities. Government and military organizations are high profile targets and at a much
greater risk simply because of what they represent.

Second, ACS Defense strongly supports a Defense-in-Depth approach to protection. No single device
or approach can protect your systems. A layered approach of security measures should be used to
protect critical infrastructures. A combination of security policies, protection devices, detection
systems, physical controls, and personnel security is crucial in establishing a sound security posture, This
posture gives security personne! the time to either stop or mitigate the effectiveness of an attack before
serious damage is done.

Third, ACS Defense supports an integrated training program for system administrators and system
security personnel. An integrated program is necessary because the two roles are so intertwined that it
is impossible to separate them as individual functions, A good program must contain periodic training
on system security and maintenance to stay current with the changing threat.

Finally, security is not a one-time event. Just as with training, organizations must conduct routine security
assessments and reviews to stay abreast of any threat. Every day new exploits, viruses, and hacking
software tools are released on the Internet. ACS Defense routinely examines dozens of new tools and
exploits each week. We maintain a database of over 3 gigabytes of selected software tools, exploits, and
related documents, and as new information discovered, this database is grows daily.

In conclusion, although an organization’s systems may be secure today, there are no guarantees
that systems will be secure tomorrow given the constant proliferation of new hacker tools. Ounly
through structured security programs that incorporate a Defense-in-Depth approach can a
company maintain the security of their systems and information.

A © 5
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SELECTED GLOSSARY
EXCERPTED FROM;

CRITICAL INFRASTRUCTURE
GLOSSARY OF TERMS AND ACRONYMS

Critical Infrastructures — Physical or cyber-based system essential to the minimum operations of the
economy and government.

Cyberattack — Exploitation of the software vulnerabilities of information technology-based control
components.

Denial of Service - 1) A form of attack that reduces the availability of a resource.
2) Result of any action or series of actions that prevent any part of an information system from providing
data or other services to authorized nsers.

Firewall - 1) An electronic boundary that prevents unauthorized users from accessing certain files on
anetwork; or, a computer used to maintain such a boundary.

2} An access control mechanism that acts as a barrier between two or more segments of a computer
network or overall client-server architecture, used to protect internal networks or network segments from
unauthorized users or processes.

GUI (Graphical User Interface) ~ A computer program designed to allow a computer user to inieract
easily with the computer typically by using a mouse to make choices from menus or groups of icons.

Hacker — Any unauthorized user who gains, or attempts to gain, access to an jnformation system,
regardless of motivation.

Information Assurance — Information operations that protect and defend information and information
systems by ensuring their availability, integrity, authentication, confidentiality, and non-repudiation. This
includes providing for restoration of information systems by incorporating protection, detection, and
reaction capabilities.

Network - Information system implemented with a collection of interconnected nodes.
Operating System ~ Software required by every computer that:

a) enables it to perform basic tasks such as controlling disks, drives, and peripheral devices; and
b) provides a platform on which applications can run.

N ;

A C s
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Mr. HoOgrN. Thank you very much.

We now have our second witness, Mr. Mark Rasch, who is the
senior vice president and Legal Counsel for the Global Integrity
Corp. Perhaps you would like to tell us a little bit about the cor-
poration.

Mr. RAscH. Yes, thank you, Mr. Chairman.

I work for Global Integrity Corp. It is a company that does infor-
mation security consulting work for the private sector. So, our cli-
ents tend to be things like banks, insurance companies, Fortune
100 companies that take the problem of information protection. No-
tice I used the term “information protection” and not computer se-
curity. They take that problem seriously.

What we are trying to protect here is not the computers them-
selves, but the information that is contained on those computers.
So, the perspective that I bring is what the private sector sees as
the problem and what the private sector is trying to do itself to try
to solve the problem. One of the things we noticed is that the Com-
merce Department issued a report in the last couple of days that
indicates that U.S. retail e-commerce sales for the fourth quarter
of 1999, that is October through December, was about $5.3 billion.

What has happened is this Internet that we created 20 years ago
is being asked to do something that it was never designed to do.
That is to support a national economy; to support a national infra-
structure that it was never designed to do. So, what happens is we
have this distributed computer network, which was essentially un-
secured. All of the security to that network is essentially added
afterwards.

That is being designed now and being asked to protect the criti-
cal infrastructure. The attacks that we saw a few weeks ago
against Yahoo, Ebay, and others also demonstrated another prob-
lem. As a lawyer, this is one that concerns me much more than
what concerned me about the year 2000 bug problem, from a litiga-
tion standpoint. That is that we are only as secure as everybody
else on the Internet.

As the previous panel discussed, these are targets of opportunity.
People attack systems because they can get in. They attack the
ones that they feel that they can get into. Also, the fact that even
if you have done stuff to harden your system, people will break into
other people’s systems and use those to attack you. So, what we
have is a serious looming litigation problem, or what we would call
downstream liability.

If you are attacked by somebody and the attack is coming from
another corporation that did not secure the systems, and you go to
your lawyer and ask, can we sue, which is always the dumbest
question to ask a lawyer because the answer is always yes. The
question is who are you going to sue, the 17- or 18-year-old hacker,
if they are ever identified, or the corporation from whom you are
attacked?

So, the idea of a worldwide web that is dependent upon the secu-
rity of everybody else creates targets of opportunities, not just for
hackers, but for lawyers as well. One of the problems also that we
have seen is a massive increase, not only in the use of the Internet
and the use of the Internet for electronic commerce, but of these
types of criminal activity.
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For example, from 1998 to 1999, theft of intellectual property in-
creased from 15 percent. Unauthorized access by hackers from in-
side is up 28 percent. Insider abuse to the Internet is up 17 per-
cent. System penetration by external parties increased 32 percent.
Why is this happening? The first reason is that attack technologies
are becoming very easy to use. So, as Mr. Gerretson just showed,
you can go to any hacker convention, pick up a copy of this disk,
put it in your machine, and knowing no more than a lawyer, which
is a fairly low standard I would say, put this in your machine and
launch an attack on any computer on the Internet.

You do not need to know a lot. It is point and click and you are
in. So, the tools are getting easier to use. They are becoming more
widely available. In addition, with the growth of the Internet, you
have tens of thousands and probably of millions of insecure com-
puters out there that are used as targets of opportunity and meth-
ods of attack. The software is becoming increasingly complex and
much more difficult to secure.

Software manufactures who are building this software are trying
to design it to be functional. If you are coming out with a new word
processing program or you are trying to come out with a new oper-
ating system, and you are under competitive pressures to get it out
to market, you want to make sure that it is functional. Until com-
panies demand security and the government demands security as
an integral part of functionality, I do not think the manufacturers
are going to ship these things as being at least more secure.

So, these are some of the problems. What is the private sector
doing? Well, speaking just for Global integrity, we are doing two
things working with the financial services industry, which I think
is a model for both the government and for other private sector en-
terprises. One of them is something called the BITS Laboratory
that we are working with the Banking Industry Technology Sec-
retariat and a consortium of banks.

What they are doing is they are developing a series of security
standards. We at Global, are testing computer products, hardware,
software, and other types of products, against the security criteria.
The idea is that the marketplace then will say, for example, banks
will say unless your software had been tested against these cri-
teria, we will not buy it. Unless it is pre-configured to be in a se-
cured manner, we will not buy it.

So, we are using the marketplace as a method of trying to ensure
security. The second thing is the Financial Services Information
Sharing and Analysis Center [FSISA]. This is something that we
are doing. Financial services industries, banks, insurance compa-
nies, and the like have a secure method of sharing information
amongst themselves about attacks and vulnerabilities.

Let us face it, they do not want to tell people that they have been
attacked, but they are happy to share information among them-
selves, if that will lead to more security. These are some of the
models that are currently in place. We need to do more in the pri-
vate sector and in the government sector to help secure the infra-
structure.

Thank you.

[The prepared statement of Mr. Rasch follows:]
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Good morning Chairman Horn, Representative Turner, and members of the Subcommittee. Thank
you for inviting me to testify today on the important issue of Internet Security. My name is Mark
Rasch, and I am a Vice President of Global Integrity Corporation, a wholly owned subsidiary of
Science Applications International Corporation (SAIC) located in Reston, Virginia. Global
Integrity works as an information security consulting company and resource for Fortune 100
companies, including online businesses, banks, brokerage houses, insurance companies,
telecommunications and entertainment companies and other “dot com” industries. In this capacity,
we test the overall computer security of our clients' sites, help them develop secure information
architectures, and help them respond to attacks and incidents. We monitor and report to our clients
about the most recent threats and vulnerabilities in cyberspace and help them cooperate with
regulators and law enforcement agencies where required or where appropriate.

Before joining Global Integrity, I was a trial attorney with the Fraud Section of the Criminal
Division of the United States Department of Justice, principally responsible for investigating and
prosecuting all computer and high technology crimes, including the prosecution of the Robert
Morris Comell Computer “Worm,” and investigations of the Hannover Hackers of Clifford Stoll’s
“Cuckoo’s Egg” fame, and investigations of Kevin Mitnick, the recently released computer hacker
from California. When I left the Department of Justice in 1991, I was the sole attorney in the
computer crime unit -- and that was on a part-time basis. The Computer Crime and Intellectual
Property Section of the Department of Justice today consists of 18 attorneys. In many ways, those
were simpler times. The Internet consisted of perhaps 60,000 computers, and the World Wide Web
had only begun to emerge as a force to be reckoned with. Moreover, while we were certainly
dependent upon computers and computer technologies, electronic commerce was in its nascent
stages. Today, it represents a multi-billion dollar industry.

As the Distributed Denial of Service attacks against Yahoo!, Amazon.com, e-Bay and e-Trade last
month have made painfully clear, there are few rules in the electronic frontier, and information
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security has, for many, been the step-child of electronic commerce. For America to remain
competitive, and to foster the growth of electronic commerce, with its concomitant increases in
productivity and convenience, protecting the critical electronic infrastructure is imperative. There
are genuine threats to electronic commerce and to privacy and security of digital information, but
none so significant that they should long deter or delay the growth of this wonderful technology.
The same Internet that empowers a single individual to obtain a lower interest rate on a home
mortgage by negotiating online empowers an individual hacker in a basement garage in Redmond,
California to get information about a transaction in Houston, Texas, or to shut down a dot com
business in Falls Church, Virginia. The Internet is no respecter of borders or of sovereignty.

Government in general, and the U.S. government in particular, has a legitimate interest, and
therefore a legitimate role in encouraging the development of more secure, more robust, and more
dependable computers and computer systems. However, government should not use the general
insecurity about online commerce as an opportunity to take upon itself new powers of
investigation, new powers to compel cooperation or reporting, or new opportunities to increase the
regulatory burden on those doing e-business. The government can, though, do more to be a partner
with the commercial sector and to promote trust and confidence in its abilities and its dedication to
security.

The first question raised by the recent Distributed Denial of Service (dDOS) attacks is whether this
means that e-commerce and the Internet are not secure. The answer is -- yes and no. The recent
attacks have emphasized the inherent fragility of the public Internet that we have come to rely
upon. The attacks themselves are not new, nor are the methods for perpetuating them. Yet it is
important to emphasize the fact that none of the “affected” websites — Yahoo!, e*Trade, e-Bay or
CNN -- were themselves “hacked.” Nobody broke into these sites, nobody stole sensitive
information from these sites, and nobody altered or damaged information resident on these sites.
While there is some comfort to be found in these observations, the fact that a hacker or a few
hackers. using a well known, and fairly well publicized methodology, could nonetheless cripple
these sites (albeit for a short period of time) demonstrates the interdependence of those on the web,
and the vulnerability of all netizens to such attacks. This becomes increasingly important, as the
U.S. Census Department announced that U.S. retail E-commerce sales for the fourth quarter 1999
(October through December) was $5.3 billion.

The attacks also pointed out a crucial problem long overlooked by the designers of the Intemnet, and
by those who use the net for commerce. The distributed nature of the Internet makes the security of
any individual computer or computer system dependent upon the security of the Internet as a
whole. While some sites, particularly financial services and e-commerce sites, have done a good
job protecting their periphery — through the use of firewalls or other technologies — the denial of
service attacks demonstrate the inherent interdependency of users on the net.

Morcover, the attacks raise a significant liability concern that potentially outweighs the concerns
initially raised by the Year 2000 “bug.” This is the concern about what can be termed “downstream
liability.” A computer user, or e-commerce site, negatively impacted by the actions of a hacker or
other actor may seek to obtain compensation for the injury through litigation. In such a case, the
“negligent” party would be the user on the network that failed to have adequate security to prevent
or deter the harmful conduct. In much the same way as the owner of an automobile that leaves the
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car with the ignition running in the middle of the night in Times Square might be held liable for the
actions of joy riders that misuse the vehicle, the owner of a computer system or network that fails
to provide a reasonable level of security, knowing the interconnected nature of the network, may be
held liable for damages resulting from his or her negligence.

I believe that the reason we have not yet seen this type of litigation is the fact that we have not fully
established an effective “standard of care” for computer networks, and the fact that the victims of
computer crimes are reluctant to admit the fact that they have been victimized.

According to Department of Justice statistics, cyber crime cases have increased 43% from 1977 to
1999. Reports and analyses conducted by the Computer Security Institute, the FBI, the Computer
Emergency Response Team, SANS, as well as Global Integrity Corporation’s data confirm the
increase of computer related incidents and cyber attacks. By incorporating and synthesizing all
available data from government studies, private industry surveys, research/academic research,
information security reports, law enforcement statistics, public data and media reports and, most
importantly, the live data, intelligence, and incidents worked by GLOBAL INTEGRITY, we have
identified the following trends in cyber attacks:

» Distributed attacks are increasing, specifically indicated by the activity in late 1999 through
the events of last month.

¢ Compromising the same vulnerabilities in systems is the predominant method of attack.
Attackers are using the known and publicized security holes to compromise systems.

¢ Most incidents and penetrations seem to be attacks of opportunity.

¢ The release of point and click tools (complete programs, scripts and virus recipes) has made
the ability to hack very easy and accessible to everyone. The numbers of attacks and door
knocking have reflected this increase in accessibility and ability. The attacks can be
perpetuated by so called “script kiddies” who can download these tools, or by more
sophisticated hackers who can create or modify these tools to be more malicious or more
difficult to detect.

» Generally speaking, attack coding is more sophisticated and some of it has been very
creative.

e There has been an increasing number and sophistication of attacks against Microsoft
systems; UNIX based attacks are remaining the same.

e Media exposure appears to be the catalyst for many attacks and appears to correlate to web
attacks and hacks. Organizations appearing prominently in the news, launching new
advertising campaigns, announcing IPO status, or holding press conferences seem to attract
penetration atternpts, hacks, and web defacement.

* Those attacks perpetrated by an insider seem to be driven by an internal change within the
organization. Management changes, an acquisition or merger, or a changed employment
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policy (i.e., benefits, retirement, stock options) seemed to be the catalyst (or at least one of
the major precursors) to an attack.

In general, all types of attacks increased to some degree during 1999. However, the greatest
increases have been noted in theft of intellectual property, unauthorized insider access, insider
abuse, and system penetration by an external party.

e Theft of Proprietary Information and Intellectual Property has increased 15% from 1998.

¢ Unauthorized Access by an Insider has increased 28% from 1998.

¢ Insider Abuse of Internet (i.e., e-trading, pornography, e-mail abuse) has increased 17%
since 1998.

e System Penetration by External Parties has increased 32% from 1998.

The FBI indicated that virus damage in the first two quarters of 1999 exceeded $7 billion; the
Melissa virus cost U.S. businesses $75 million. Virus reporting and denial of service reporting may
have reflected a decrease in some surveys due to the fact that some denial of service attacks were
caused by a virus. The attack categories are becoming less exclusive and exhaustive and more
mutually inclusive. In addition to the above mentioned attack types, we have seen as many as ten
different attack types:

e Theft of Intellectual Property;

e Sabotage to systems and networks;

¢ System Penetration by an external party;
* Insider Abuse;

» Financial Fraud;

e Denial of Service;

e Virus;

¢ Unauthorized Insider Use of systems;

* Web Attacks and Defacement; and

e Other.

In addition to the attack types directly on corporate systems and networks described above, a
secondary type of attack has been occurring. Employees and external personnel have caused
damage to companies by their postings and communication on the Internet and World Wide Web.
Either originating from inside their workplace or from home, human communication on-line has
increased the vulnerability of corporate information assets. Global Integrity has assessed the on-line
threat to include seven major categories:

e the disclosure of client related information;

s overt threats to personnel or facilities;

o disclosure of stock pricing and stock manipulation;

o the disclosure of technical information about corporate system and network architecture;
» disclosure of intellectual property information and/ or research and developments secrets;
s trademark violations; and

e other.
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We anticipate that the level of cyber attacks will continue to increase. As Mr. Pethia has pointed
out, the CERT team at Carnegie Mellon University has seen a rapid increase in the number of
reported incidents and attacks. A number of trends indicate why the problem of computer security
generally, and Internet related security in particular, will continue to be a problem for businesses,
individuals and government alike.

* Attack technologies are developing in an open-source environment and are evolving
rapidly. Hackers are able to quickly and efficiently develop and distribute new software
and new attack methodologies. These range from tools to exploit known vulnerabilities to
sophisticated new techniques to guess or crack passwords, obtain unauthorized levels of
access, or to simply deny access to computer resources. The tools are becoming easier to
use and more efficient. Technology producers, system administrators, and users are
improving their ability to react to emerging problems, but they are behind and significant
damage to systems and infrastructure can occur before effective defenses can be
implemented.

o Currently, there are tens of thousands — perhaps even millions — of systems with weak
security connected to the Internet. Attackers are (and will) compromising these machines
and building attack networks. Attack technology takes advantage of the power of the
Internet to exploit its own weaknesses and overcome defenses. The systematic attacks on
the e-commerce sites utilized vulnerabilities that were well known in the information
security industry. However, unless ALL users on the web secured their computers, the
exploits would be successful. Even if success is measured in terms of a small fraction of a
percent, with millions of computers on the Internet, such a result could prove devastating.

* Increasingly complex software is being written by programmers who have no training in
writing secure code and are working in organizations that sacrifice the safety of their clients
for speed to market. This complex software is then being deployed in security-critical
environments and applications, to the detriment of all users. Moreover, industry itself has
not demanded that security be an essential component of new technologies. There is and
has always been a perceived security/functionality trade-off. Working in Internet time,
attempting to get goods to market quickly, software and hardware manufacturers are not
pressured to increase security in the same manner that the marketplace creates competitive
pressures toward functionality.

» User demand for new software features instead of safety, coupled with industry response to
that demand, has resulted in software that is increasingly supportive of subversion,
computer viruses, data theft, and other malicious acts.

* Because of the scope and variety of the Internet, changing any particular piece of
iechnology usually cannot eliminate newly emerging problems; broad community action is
required. While point solutions can help dampen the effects of attacks, robust solutions will
come only with concentrated effort over several years.
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¢ The explosion in use of the Internet is straining our scarce technical talent, The average
level of system administrator technical competence has decreased dramatically in the last 5
years as non-technical people are pressed into service as system administrators.
Additionally, there has been little organized support of higher education programs that can
train and produce new scientists and educators with meaningful experience and expertise in
this emerging discipline.

* The evolution of attack technology and the deployment of attack tools transcend geography
and national boundaries. It has been suggested that some attack tools are developed and
deployed by state-sponsored agents, although we have no reliable evidence to support this.
Solutions must be international in scope.

* The difficulty of criminal investigation of cyber crime coupled with the complexity of
international law mean that successful apprehension and prosecution of computer crime is
unlikely, and thus little deterrent value is realized.

* The number of directly connected homes, schools, libraries and other venues without
trained system administration and security staff is rapidly increasing. These “always-on,
rarely-protected” systems allow attackers to continue to add new systems to their arsenal of
captured weapons.

The major new trends in computer crime include:

s Increased “disappearance” of intellectual property for personal benefit to spin off a new
company or business as well as to sell to 2 competitor or other interested buyer

*  Anincrease in attacks from out of the 11§, particularly from Eastern Europe

* An increase in the use of social engineering to acquire intellectual property, proprietary
information, and sensitive information from commercial industries

* An increase in attacks, due to the proliferation of on-line banking, which will lead to the
compromise of personal and home systems. As the value of data on the home systems
increase, 5o will the probability of attack. Those employees who work out of their homes on
a personal of corporate system will become more vidnerable.

*  An increase in coordinated and distributed DOS attacks

s A lowering of security standards and hiring standards, due to a shortage of IT professionals.
Other security and HR standards such as criminal checks and background checks may be
overlooked in order to hire quickly with the needed skill sets. If these vetting and screening
procedures are not maintained, an increase in insider attacks will most likely occur.

* An increase in number and sophistication of self-mailing viruses as well as copycat or
mutated viruses.
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Adding to these problems are technical difficulties in detecting, locating and preventing these types
of attacks. For example, through the use of Internet Protocol or “IP” spoofing, attackers can hide
the identity of machines used to carry out an attack by falsifying the source address of the network
communication. This makes it more difficult to identity the sources of attack traffic and sometimes
shifts attention onto innocent third parties. Limiting the ability of an attacker to spoof IP source
addresses will not stop attacks, but will dramatically shorten the time needed to trace an attack back
to its origins. However, anonymity or pseudonimity promotes free and open discussions,
particularly in repressive regimes such as Cuba, North Korea or the People’s Republic of China, all
of which limit access to the Internet. Indeed, the State Department’s most recent report on human
rights abuses lists limitation of or governmental monitoring of Internet use as a pervasive form of
human rights violation in such nations. We must effectively balance the need for privacy with the
need for accountability.

Computer systems are also vulnerable because malicious computer users can use multiple
vulnerable computers as a launching point for attacks, effectively hiding their tracks and amplifying
the seriousness of the attack. All affected sites must respond in concert, something that is difficult
if not impossible to accomplish.

Many organizations do not respond to complaints of attacks originating from their sites or to
attacks against their sites, or respond in a haphazard manner. One reason for this is the lack of any
comprehensive definition of an “attack.” Intrusion Detection Software (IDS) works by looking for
patterns that may represent unusual activity, and therefore an attack. However, a company does not
know whether or how to respond to each and every bad password, difficult log in, or malicious
computer program. Most companies and government agencies lack effective computer emergency
response plans. This makes containment and eradication of attacks difficult. Further, many
organizations fail to share information about attacks, giving the attacker community the advantage
of better intelligence sharing.

In addition, many computers are vulnerable attacks because of inadequate implementation of well-
known “best practices.” Hackers' tools frequently exploit well-known security vulnerabilities,
which have not been fixed due to a lack of knowledge, commitment or resources by the host
computer operator. When those computers are used in attacks, the carelessness of their owners is
instantly converted to major costs, headaches, and embarrassment for the owners of computers
being attacked. Furthermore, once a computer has been compromised, the data may be copied,
altered or destroyed, programs changed, and the system disabled.

What the Private Sector Is Doing

There are several steps that can be, and to some extent are being, taken by the private sector to
coordinate a response to computer security. I stress that none of these steps will eradicate the
problem, and none are a panacea. The private sector is working to (1) share information about
security vulnerabilities, threats and incident to more effectively coordinate responses; (2) develop
and test new security technologies, including encryption, digital certificates, token based
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authentication and biometric devices; (and (3) coordinate responses with appropriate law
enforcement or other governmental agencies. :

One of the concerns addressed in Presidential Decision Directive (PDD) 63 about the state of the
critical infrastructure is the problem of information sharing in the private sector. This is of
particular concern since the bulk of the nation’s critical infrastructure — the computers and
computer networks that make the nation run — are in the hands of the regulated private sector. The
financial services, energy, transportation, and telecommunications industries are not owned by the
government, but rather by the private sector. With deregulation and competition, information
protection could be used as a competitive tooi, allowing one company to keep secret tools for
protecting itself, at the expense of the industry as a whole.

The FS/ISAC Model

In order to combat this problem, and to help promote an overall secure infrastructure, the financial-
services industry has been the first to create a formalized mechanism to share information about
computer security threats, vulnerabilities and incidents between and among its members. The
Financial Services Information Sharing and Analysis Center ~ FS/ISAC - formally launched on
October 1, 1999, and hosted by Global Integrity, is a tool that permits its members to anonymously
share information that could help protect the industry as a whole. Fears of publicity, fears of
inviting additional attacks, fears of confidentiality, and fears of anti-trust liabilities have, in the
past, Himited the willingness of industry members to share information. Nobody wants it to be
reported in the front page of "The Washington Post” that a bank or financial institution has been the
victim of an attack or an attempted attack. The FSISAC provides a means for sharing information
- and for distributing threat information obtained from government sources - without fear of
attribution or publicity. Nothing contained in the FS/ISAC rules or regulations alters the
obligations of banks or other financial institutions to report criminal activities to regulators or law
enforcement agencies. Nothing contained in the ISAC regulations precludes or discourages
reporting of incidents, except that information learned exclusively from the information provided in
the ISAC database remains confidential unless disclosed by the source of that information.

The FS/ISAC represents a form of public-private cooperation that can be a model for the future.
The Treasury Department and the SEC support but do not run the FS/ISAC - it is a separate entity
with its own governing board made up of representatives of various financial institutions, The
government may use the FS/ISAC as a means for disseminating information TO members of the
financial services industry, but relies on traditional reporting requirements for obtaining
information FROM the industry. It works to facilitate inter-corporate information sharing to help
protect one of the critical infrastructures.

It is contemplated that the FS/ISAC model can be and will be utilized as a template for voluntary
industry cooperation and information sharing in other industries. Only through voluntary
cooperation can this model work. A similar vehicle for voluntary cooperation has existed in the
telecommunications industry for many years. This entity, known as NSTAC - the National Secure
Telecommunications Advisory Commission — that includes in its members, Science Applications
International Corporation, Global Integrity’s parent company, facilitates voluntary information
sharing in the telecommunications industry. Mandatory reporting to government agencies of
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security incidents or vulnerabilities will prove counter productive, as some will choose to report
every “ping” or bad password use, and some will report only the most serious attacks.

In addition, the Banking Industry Technology Secretartat (BITS), which represents a consortium of
financial institutions, has contracted with Global Integrity to test all manner of products which may
be used in financial institutions to ensure that they meet a uniform set of security related criteria. Tt
is presumed that such testing will assure a minimum level of security, and may establish a baseline
against which companies may be measured.

Role of the Government

There are certain roles and functions that are and can be the province of the government. These
include setting minimum standards for security and interoperability, conducting and supporting
fundamental research on new security technologies -- particularly in the area of biometrics and
smart card technologies - promoting awareness of issues relating to information protection,
ensuring greater international cooperation between law enforcement and other agencies, and
bringing down barriers which inhibit such cooperation.

Setting of Standards

The government can and should set standards in cooperation with both Internet companies like
Cisco, IBM and others, and telecommunications and software companies for security. These
standards should both afford a reasonable degree of security and be attainable in a cost effective
manner. Such standards should empower users to secure themselves, but should not be used as a
“comymand and control” mechanism to force new regulatory burdens on users. In essence, the goal
should be to standardize for interoperability AND security, and not to mandate a particular
technology.

Al Research and Development

Computers and computer networks are inherently complicated. Moreover, it is always easier to tear
down a building than it is to design and build it. The government has a legitimate role in funding
and supporting basic and applied research in the area of information security. Let us not forget that
the Internet itself was the outgrowth of basic research initiatives by the Department of Defense
Advance Research Projects Agency. Such research funding should be across disciplines — not
limited to computer sciences. Security depends not only on hardware and software, but also on
policies, practices, and personnel. We need not only to understand the vulnerabilities of the
infrastructure, but also to understand who exploits them and why.

B. Education and Training

Education and training is an essential component of information protection, No passwords, or poor
passwords are the most common and cost efficient way to obtain unauthorized access to a computer
or computter system. Users, administrators and other must be educated about the appropriate use
and threats to computer systems. The bulk of this training should be done by companies educating
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their employees about the need to be vigilant, and the government educating its employees and
contractors about the need for security precautions. :

In addition to user education, the government has a role in promoting the development of
undergraduate and graduate level programs in information security. Global Integrity has
established a mentoring program in this area with several universities, including Purdue University,
and I have taught classes in information security at the George Washington University and a
distance-learning program at James Madison University. The dearth of trained professionals, inside
and outside of government may cause the private sector to unfortunately reach out — from sheer
desperation or a misguided trust — to untrained individuals at best, or computer hackers themselves.
Basic levels of competence, possibly including independent non-governmental certification
programs will assist in ensuring that there is a cadre of trained information security professionals.

C. Technical Support

Many information security attacks are beyond the technical capabilities of any individual company,
and no individual company should be required to bear the burden of fixing what are essentially
societal problems. The government, in cooperation with private industry, can provide meaningful
databases and technical support to assist.

D. Promoting New Security Technologies

A lesson should be learned from the recent debates over encryption. After almost ten years of
debate, the government has finally liberalized the regulations concerning the use and export of
commercial encryption software to the point where most companies now feel free to create and use
such software to protect confidentiality, integrity and availability of information. However, the
efforts to restrict the export of such software — while motivated by a legitimate desire to protect
national security and promote the ability of law enforcement and intelligence agencies to lawfully
intercept communications -- proved to be counterproductive, and had the unfortunate effect of
making individual communications less secure. At present, the default for most companies and
government agencies is to send electronic communications in an unencrypted and therefore
insecure manner. For true information protection, the default should be seamless effective
encryption.

E. Protecting the Government’s Own Infrastructure

The government should also spend the resources necessary to protect and defend its own
infrastructure — civilian and military. Most of the current administration’s efforts reflected in its
budget requests are geared toward this goal. For example, on February 15, 2000 the White House
issued a press release indicating a proposal, reflected in the budget previously submitted for a 15%
increase in the FY 2000 request for spending on critical infrastructure to reflect a total budget for
such operations of $2.0 billion. The administration proposes spending $606 million for research
and development. These expenditures are geared principally toward protecting the government’s
infrastructure, training those charged with protecting government systems, and establishing an early
warning system to detect attempted penetration into the government’s own computers.
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‘What the Government SHOULD NOT do.

The government should not seize the publicity surrounding these incidents to take upon itself new
powers of regulation or impose new burdens upon those operating on the web. Any such
regulations would likely be ineffective, counter productive, and would impose a disproportionate
compliance burden on U.S. companies.

The government must respect the fundamental rights of privacy — including a respect for the right
of anononimity where appropriate. For political and social discourse to flourish on the web — in
America and abroad -- governments must agree not to unduly burden the privacy rights of the
electronic community.

The government should not use the legitimate threats to computer systems as a justification for
increased monitoring or surveillance of its citizens or others. While much of the traffic on the
Internet is “public” in the sense that the IP traffic is transmitted over insecure routers and servers,
the government should not create a database of “normal” traffic patterns or surveille otherwise
innocent Internet traffic.

Most importantly, the government should not rush to pass new laws or new regulations unless and
until it is demonstrated that current legal regimes are both inadequate to solve the problems, and are
not preserving other fundamental rights or liberties. We should not sacrifice liberty at the altar of
security.

I thank the Committee for the opportunity to present my views, and welcome any questions the
Committee may have.

Mark D. Rasch, Esq.

Vice President

Global Integrity Corporation
12100 Sunset Hills Road

Reston, Virginia 20190

(703) 375-2416 tel

(703) 375-2497 fax
Mark.Rasch@Globallntegrity.com
www.Globallntegrity.com



184

Mr. HoOgrN. Thank you very much.

Our next witness and the last one on this panel is Mr. James
Adams, chief executive officer of iDEFENSE.

Mr. ApaMS. Chairman Horn and members of the committee, 1
want to thank you very much for inviting me here today. Few revo-
lutions are accomplished without bloodshed. Already as we plunge
headlong into the knowledge age, we are beginning to receive the
initial casualty reports from the front lines of the technology revo-
lution.

From the headlines, you would think that the recent denial-of-
service attacks were the beginning of the end of cyber world as we
know it. Nothing could be further from the truth. These were mere
in-breaks on the audio-V commerce. Consider instead that some 30
countries have aggressive, offensive information warfare programs.
All of them have America firmly in their sights.

Consider too that if you buy a piece of hardware or software from
several countries, among them, some of our allies, there is real con-
cern that you will be buying doctored equipment. It will syphon
copies of all material that passes across that hardware or software
back to the country of manufacture.

The hacker today is not just the stereo-typical computer geek
with a grudge against the world. The serious hacker today is much
more likely to be in the employ of government, big business, or or-
ganized crime. Consider the band of Russian hackers who, over the
past 2 years, have syphoned off an enormous amount of research
and development secrets from United States corporate and govern-
ment entities in an operation code named Moonlight Mays tele-
vision.

I would like to focus on this nexus between the public and pri-
vate sectors, and on the government’s efforts to respond to the
growing threat. A couple of illustrations to begin; 20 years ago,
some 70 percent of all technology development was funded by the
public sector. Today, that figure is under 5 percent. In other words,
in the course of one generation, every government agency should
have changed how it does business.

Has that happened? No. Looking ahead for that same 20-year pe-
riod, we will see the following. The ordinary computer that you
have on your desk will have the computing capacity of the human
brain. At the same time, research offers the possibility of our abil-
ity to manufacture perfectly the human body. So, in the course of
a generation, our view of life, death, family, society, and culture,
the bed rocks of our way of life down this century will have
changed forever.

Is government or the private sector thinking and planning for
such fundamental change? No. One further point; the pace of the
revolution is accelerating rapidly. Yet, the pace of change within
government seems to be exactly the same today as it was 10 years
ago. How has the government responded so far? Well, there has
been the usual President’s Commission and then the Principal’s
Working Group, then the bureaucratic compromise that nobody
really wanted, and then the national plan which arrived 7 months
late and was not a plan at all, but an invitation to further discus-
sion.

[Chart shown.]
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Mr. ADAMS. These two charts that I brought today illustrate the
current chaos. What you see is a totally disorganized organization
chart. One that, if it were in the private sector, would be a sign
of eminent bankruptcy. You see no clear leadership. You see dupli-
cation of efforts; the waste of billions of dollars of taxpayers’
money, and the struggle by stovepipe agencies to retain power, in-
fluence, and money.

In other words, there is no coherent strategy and the tactics are
not about winning a war, but about preserving turf. There are, of
course, some notable exceptions to this. You have heard from one
of them today, John Tritak. What is needed today is an outside en-
tity with real power to implement drastic change in the way gov-
ernment approaches technology and the underlying security of its
systems.

What is needed most is a personal entity that would draw on
skill sets in many areas that will overlap those of the CIO, CFO,
or CSO, and most of the other officers or entities in any organiza-
tion. Let us give this new person the title of chief of business assur-
ance. He or she would be in charge of the Office of Business Assur-
ance. Business assurance is more than security, more than tech-
nology, and more than a combination of the two.

It is an understanding of the whole environment and what that
means for a business or a public sector operation. The CBA’s task
would be to continuously gather and synthesize infrastructure-re-
lated trends and events to intelligently evaluate the technological
context within which the organization operates, to identify and as-
sess potential threats, and then to suggest defense action.

Viewed from the positive side, to assess the technological revolu-
tions’ opportunities and propose effective offensive strategies. The
Office of Business Assurance must be a totally independent organi-
zation with real teeth and real power within government. There is
much in common between government and industry when it comes
to the challenges and the opportunities that the technology revolu-
tion poses.

Both sectors face a common threat. Both sectors share common
goals. Both employ technologies that are, in essence, identical. Both
must work together to protect each other. I will leave you with this
thought. You will employee total transformations of the way busi-
ness and government is conducted internally and externally going
forward. We have heard a great deal in recent months about the
potential of a digital divide that is developing between the com-
puter-haves and the computer-have-nots.

I believe there is another digital divide that is growing between
the American Government and its citizens. If this committee’s ef-
forts do not move forward in changing this culture inertia, there is
real danger that the digital divide that exist between the govern-
ment and the private sector will only widen. We cannot afford a sit-
uation where the governed feel that their government is out of
touch and increasingly irrelevant to their lives.

Thank you.

[The prepared statement of Mr. Adams follows:]
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Introduction

Chairman Horn, members of the committee, I want to thank you for inviting me today. I consider
it an honor to share with you my perspective on the increasingly vital issue of developing a real
solution to securing our computer, network and Internet systems.

At the outset, I want to commend Chairman Horn, and the committee, for its outstanding efforts
to prod the government to develop a timely response to the Y2K issue. It was not lost on many
in the private sector that it took a serious dose of public humiliation -- dished out in large
measure by the Chairman -- to move the vast, inert bureaucracy to respond to a potentially lethal
electronic threat.

Today, this committee is rightfully tackling a broader, and potentially much more threatening
issue than Y2K, that of the overall computer security of the public and private sector. We are
currently in the midst of a revolution, the Information Revolution, which calls for dramatic and
bold steps in the area of securing cyberspace. The issue of computer security is vital to the
health of the nation and this committee is taking a lead role in raising the right issues at the right
time.

In fact, it is in the context of creating a comprehensive, proactive defense of our critical
infrastructure that my company, iDEFENSE, was founded in 1998, IDEFENSE provides
intelligence-driven products -- daily reports, consuiting and certification — that allow clients to
mitigate or avoid computer network, Internet and information asset attacks before they occur.
As an example, iDEFENSE began warning its clients about the possibility of Distributed Denial of
Service attacks back in October and November of last year.

The Revolution is Here

Few revolutions are accomplished without bloodshed. Already, as we plunge headiong and
terribly ill-prepared into the Knowledge Age, we are beginning to receive the initial casualty
reports from the front lines of the technology revolution and to witness first-hand the
cyberthreats that, if allowed to fully mature, could cause horrendous damage to society.

The ongoing campaign of Denial of Service attacks include some of the household names of e-
commerce — Microsoft, Yahoo, eBay, Amazon.com, CNN, ZDNet, and E*Trade. Comparative
newcomer Buy.com was attacked on the day of its Initial Public Offering, and other smaller firms
such as Datek Online Holdings Corp. experienced problems, which are probably related to the
attacks. Targeted sites receive hits on their servers of up to one Gigabyte of data per second,
and are unavailable to the general public for anywhere from 30 minutes to several hours.

From the headlines, you would think that these attacks suggested the end of the cyberworld as
we know it. Nothing could be further from the truth. These were mere pinpricks on the body of
e-commerce. Consider instead that some 30 countries have aggressive offensive Information
Warfare programs and all of them have America firmly in their sights. Consider, to, that if you
buy a piece of hardware or software from several countries, among them some of cur allies,
there is real concern that you will be buying doctored equipment that will siphon copies of all
material that passes across that hardware or software back to the country of manufacture.

The hacker today isn't just the stereotypical computer geek with a grudge against the world
because he can't get a date. And not every hack that is successfully pulled off is as sophomoric
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as, say, a recent incident when the self-styled Masters of Downloading hacked into the official
U.S. Senate Web site and replaced its front page with a message proclaiming “Screw You Guys.”

The hacker today is much more likely to be in the employ of a government, of big business or
organized crime. And the hackers of tomorrow will be all of that and the disenfranchised of the
215 century who will resort to the virtual space to commit acts of terrorism far more effective
than anything we've seen from the Armalite or the Semtex bomb in the 20 century.

Consider the band of Russian hackers who, over the past two years, have siphoned off an
enormous amount of research and development secrets from U.S. corporate and government
entities in an operation codenamed Moonlight Maze by American intelligence. The value of this
stolen information is in the tens of millions—perhaps hundreds of millions—of dollars; there’s
really no way to tell. The information was shipped over the Internet to Moscow for sale to the
highest bidder.

Fortunately, this threat was detected by a U.S. government agency. Unfortunately, that
information was not passed on to the private institutions that it might have helped. Among
government and industry alike, an understanding of the critical infrastructure’s threat
environment is barely in its infancy.

All of these attacks, mistakes, and plain acts of God need to be studied very carefully. Because
they define the threat front that is driving right through our very fragile economic, governmental,
and corporate armor.

These are the kind of problems we—jointly, the public and private sectors—face in the
technology revolution. So the big question is, who is going to solve these problems? The
government? Private industry? Or the two working together? Or are the problems going to be
solved at all?

Government Response?

How has government responded so far? Well, there has been the usual President’s Commission,
and then the Principal’s Working Group, then the bureaucratic compromise that nobody really
wanted and then the National Plan which arrived seven months late and wasn't a plan at all but
an invitation to have more discussions. Meanwhile, the government in all its stateliness continues
to move forward as if the Revolution is not happening. Seven months ago, my company won a
major contract with a government agency to deliver urgently needed intelligence. The money
was allocated, the paperwork done. Yet it remains mired in the bureaucratic hell from which
apparently it cannot be extricated. Meanwhile that same government agency is under cyber
attack each and every day. This is not a revolution. This is business as usual.

Another government agency is trying to revolutionize its procurement processes to keep up with
the pace of the revolution. They are proudly talking about reducing procurement times down to
under two years. In other words, by the time new equipment is in place, the revolution has
already moved on eight Internet years. In my company, if I can't have a revolutionary new
system in place within 90 days, I dont want it.

What this means to me is that the threat is growing rapidly, that a largely inert government has
so far been unable to meet the challenge and that more must be done. And this does matter
because there is more at stake here than simply whether a new computer works or does not,
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whether a web site is hacked or not. At stake is the relationship between the governed and their
government in a democracy. High stakes indeed.

Chief of Business Assurance

To fix the problems that afflict our body politic and our body corporate will require far more than
Band-Aids. We're not talking casts and splints or even organ transplants. What we're talking
about is leaving the old body and moving into a new one. We are talking—I am talking—about
beginning to make changes in our cuftural, political, and economic processes and institutions of
such magnitude that they will dwarf even those that accompanied the industrial revolution.

What is needed is an outside entity — with real power — to implement drastic change in the way
government approaches technology and the underlying security of its systems. Currently,
jurisdictional wrangling, procurement problems and a slew of other issues are seriously
hampering government’s ability to stay current with the rapid pace of the Information Revolution.

What is needed most is a person or an entity that will draw on skill sets in many areas will
overlap that of the CIO, CFO, CSO, and most of the other officers or entities. Let’s give this new
person the title of Chief of Business Assurance. Or perhaps the Office of Business Assurance to
relate it directly to the federal government.

This new acronym should be the response to the current need. In some ways it is mirrored by
the debate that started at the beginning of the Information Revolution that led to the
appointment of Chief Information Officers in many companies and within government. But
Business Assurance is more than security, more than technology, and more than a combination
of the two. It is an understanding of the whole environment and what that means for a business
or a pubiic sector operation.

The OBA’s task would be to continuously gather and synthesize infrastructure-related trends and
events, to intelligently evaluate the technological context within which the organization operates,
to identify and assess potential threats, and then to suggest defense action. Or, viewed from the
positive side, to assess the technological revolution’s opportunities and propose effective
offensive strategies.

The Office of Business Assurance must be a totally independent organization, with real teeth and
power within government. Those organizations that have the foresight to create and properly
staff this position will be immeasurably better equipped to handle the tidal wave of change that is
just now beginning to break over our government, industry, economy, and culture.

There is much in common between government and industry when it comes to the challenges—
and the opportunities—that the technology revolution poses. Both sectors face a common threat
that ranges from vandal hackers and hard-core criminals to foreign agents and naturai disasters.
Both sectors share common goals for the well being of America and her people. Both employ
technologies that are in essence identical. And both must work together to protect each other.

My company, Infrastructure Defense, pioneers an approach to infrastructure protection that is
aimed chiefly at the private sector. Many of the principles, however—value-chain analysis, for
example, and threat analysis—are directly transferable to government organizations. The two
sectors are not that far apart.



190

Jarnes Adams, CEO of iDEFENSE
Subcommittee on Government Management,

Information, and Technolo
The Powsr of Intalfigence March 9, 2060 Y

With common problems and common goals, there are opportunities for common solutions. One
of the most important, I believe—one that is too new to have been embraced by either the
private or public sector—is the need for every organization to incorporate a risk-mitigation

process. A second priority is to build a comprehensive information sharing system across all
sectors on cyberthreats and countermeasures. We cannot afford to allow important information
to grow stagnant within particular public or private entities. The rapid pace of technological

change necessitates a correspondingly robust response mechanism. I urge this Committee to
champion this important issue as the federal response to the growing cyberthreat is constructed.

Conclusion

I leave you with this thought. You will see total transformations of the way business and
government is conducted, internally and externally. A failure to change to meet these new
challenges is to risk the destruction that all revolutions bring in their wake. Proactive action is the
route to survival.

We have heard a great deal in recent months about the potential of a digital divide that is
developing between the computer haves and the computer have nots. I believe there is another
digital divide that is growing between the American government and its citizens. If this
Committee’s efforts do not move forward In changing the culture of inertia, there is real danger
that the “digital divide” that exists between the government and the private sector will only
widen, We cannot afford a situation where the governed feel that their government is out of
touch and increasingly irrelevant to their lives.

Again, thank you for the honor of appearing before the Commijttee today.
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Mr. HORN. Thank you. All three of you have made some really
excellent suggestions. Let me start some of this query. Let me note
that, Mr. Rasch, you were very active before you took your current
job. You were a trial attorney with the Fraud Section of the Crimi-
nal Division of the U.S. Department of Justice. You left the Depart-
ment in 1991. You were the sole attorney in the Computer Crime
Unit. That was on a part-time basis.

The Computer Crime and Intellectual Property Section of the De-
partment of Justice today consist of 18 attorneys. The Internet con-
sisted of perhaps 60,000 computers. Then you have made some
very thoughtful things. Let me pursue this. I turned to Mr. Ryan,
the counsel to the subcommittee, when you were testifying. 1 said,
let us draft a bill that would make this simply illegal.

Now, how does the Justice Department, what does it use to be
able to get after hackers now? What laws? Do you need new legisla-
tion which would ban them and get those out of here?

Mr. Rasch, the principal statute that exist to prosecute Federal
computer crimes is 18 U.S.C. Section 1030, which is the Federal
computer crimes statute. That focuses on activities. For example,
intentionally accessing a computer without authorization or dis-
rupting authorized access to a computer. So, for example, the re-
cent attacks and the denial-of-service attacks squarely come within
the ambit of that statute and are being aggressively investigated
and could be prosecuted under that.

Mr. HORN. Is there any first amendment concerns on this?

Mr. RAScH. Probably not. This is action and not speech. Although
just as burning down a building may be an expression, it is cer-
tainly is not a protected expression. There are some first amend-
ment concerns in the area of encryption and some legislation.
There is some case law on the question of whether or not software
itself acts as a form of expression. That relates to these type of
hacker tools.

The dissemination of hacker tools themselves; whether or not
that type of dissemination is criminal. There are really two sepa-
rate statutes that could be used there. One is the Digital Millen-
nium Copyright Act which passed last year, which is right now
being used in a civil lawsuit against the people who attempted to
reverse-engineer the DVD codes to allow them to pirate software
and things like that.

So far, it has withstood a challenge on Constitutional grounds.
The second one would be 18 U.S.C. Section 1029 which makes it
illegal to disseminate what are called access devices, which could
be such things as passwords and things like that.

Mr. HORN. Any comments on those?

Mr. ApAmS. I think you raise an interesting, Chairman. I would
just make this in addition to what Mark was saying. There has
been a great deal of focus on law enforcement. Of course, law en-
forcement has a prominent role to play in this. The speed of the
revolution is such that, that is very much after the fact, obviously.
An event has occurred. We failed and therefore we have to do
something about it.

By the time somebody is caught and prosecuted, the revolution
has moved several steps forward. So, we need to think about what
does the prevention look like in the globally virtual environment in
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which we find ourselves. Then if that fails, of course you need
something to follow that up. The first step has to be a much more
comprehensive approach to prevention, warning, intentions, good
intelligence, and so on.

Mr. HORN. At this point, I am going to turn the Chair over to
the vice chairwoman, Mrs. Biggert, the gentle woman from Illinois.
I, unfortunately, have other commitments that I have got to do. I
want Mr. Turner and Mrs. Biggert to get all of the questions out
that they can. So, thank you particularly for functioning and com-
ing here.

Mrs. BIGGERT [presiding]. Mr. Turner, you are recognized for
questions.

Mr. TURNER. Mr. Adams, you were showing us your two charts
here, which I guess were designed to display the multitude of ef-
forts within various Federal agencies to deal with information sys-
tem security. Rather than look at that as a failed effort, I guess it
shows that every agency is struggling to try to keep up with the
problem.

There are obviously some things that we ought to do to consoli-
date the effort. This battle is so dependent upon technical exper-
tise. One of the battlefields where we should be fighting on is to
figure out how to train people to work for the good guys. There are
probably people within these Federal agencies that are noted to be
outstanding technical experts that do good work in trying to find
solutions and trying to make the systems secure.

Are we going to be constantly behind the curve in terms of what
government does? I think it is probably difficult to attract the best
and the brightest to the public sector. I am sure that Global Integ-
rity and others of the world are going to be reaching out and trying
to pay the salaries necessary to attract the people who could really
create the defensive mechanisms you need.

Mr. Apams. I think those are very good points. We clearly face
a very difficult dilemma. The government is at the front line here,
as is the private sector. The private sector, my largest number of
recruits come from government agencies. The private sector is hir-
ing the best and the brightest and moving forward very quickly.
Clearly, there needs to be a relationship between the public and
private sector. Look, for example, at what the CIA is doing to try
and keep itself up to speed with the pace of technology change.

It is doing that by establishing essentially a venture capital arm
that is the interface between the public and private sector. So, you
have that on the one hand; different ways of doing it. On the other
hand, something that the Federal Government can do dramatically
different is push education into the system, so that what we are
doing is seeding the next generation and the generation after that
to keep itself up to speed.

The Federal Government is going to be an enabler. It is not going
to be able to mandate very much. This revolution is occurring out-
side of its orbit. So, it can do a lot of things to influence it. It needs
to, I think, do that more creatively so that it is seeding the popu-
lation. We have tremendous shortages of skills at the moment in
the whole area of computers, and computer security, information
security, and so on.
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So, how to tackle that more creatively and aggressively is going
to be a very important issue which is partly where it all comes
back to leadership. You need to have a more creative and push-
through process than we have at the moment.

Mr. TURNER. If you were to have a free hand at creating an en-
tity that would do that, what would it look like?

Mr. ADaMs. Well, I think what the lesson we have learned in this
revolution from the private sector is that if you take an old econ-
omy company and you try and transition it to the new economy,
this will largely fail. What you have to do is do the Apple Com-
puter model. You setup a new building, different people, and put
a pirate flag on the roof. They developed a culture and they forced
something else into the system, which is why this idea of a Busi-
ness Assurance, some sort of entity that sits outside of the Federal
Government that is able to communicate effectively with the pri-
vate sector and with the public sector and force through change.

What those charts illustrate is, as you rightly say, lots of people
try to fix it. These are people of good will, by and large. They are
unable to move collectively aggressively enough. They are falling
further and further behind in the revolution, which is this dis-
connect. It is very dangerous in a democracy. So, if you can have
a way of driving through change, something with real power, the
Koskinen model, but with muscle, not just please will you all sit
around the table.

If you do not do this, you will be held accountable for failure.
That is something where there is an opportunity perhaps because
it is the private sector that has the expertise and the energy. That
is going to continue to be the case. That is just going to be a fact
of life. So, much better to try and figure out a way to bridge that
gulf, rather than say, well, we can actually fix it all ourselves. It
is all about a partnership between the private and the public sec-
tor, making that work and then driving it into the public sector.

That is the trick for you all to try and come up with a way of
creating something very muscular that will force change, rather
than saying, well, let us get around to it in another couple of years.
Too late.

Mr. TURNER. Although we obviously have to let the CIA do their
own thing, would that kind of model work for the rest of govern-
ment?

Mr. Apawms. I think it is too early to say at the agency. Clearly,
what we know is that they are bringing some interesting tech-
nology back into the system. The problem comes then is this is a
voluntary exercise. We found this really cool stuff. We think you
should use it. Can the culture be forced to change? The CIA is a
very inert bureaucracy like a lot of government agencies. Will that
drive it through?

I think it is an interesting model in creating the place for dialog,
but it is a difficult challenge. For example, there is a government
agency that is currently revising its ways of procuring things, try-
ing to keep on the front of technology. It feels that it is making a
big step forward by doing changes in 2 years; design and imple-
mentation in a couple of years. My company is not into design and
implementation in 90 days. I cannot afford to do it because I am
losing market share.
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So, how do you change that culture to a place which is much
more reflective of what is happening in the private sector? It is a
very difficult challenge. It has to, I think, have somebody. You are
talking about very big picture stuff here; billions, and billions, and
billions of dollars, where you have a single entity that says you do
this my way or it is not going to happen; so forcing it.

This is very counter-culture to the way governments traditionally
work. One of the great strengths of democracy and the great
strength of government entities is that they slowly evolve. They
move forward to match a pace. Well, in a revolution that is very
hard because you cannot afford to evolve in the same way. You
have to either become a revolutionary or you get swept away. We
have seen examples of that throughout history.

That is why this is both a dangerous and a very challenging
time; dangerous because it can threaten the institutions that pro-
vide stability, but a tremendous opportunity for America as the
leading Nation in the world to move with the revolution, embrace
it, and drive it forward. The government and the private sector
have to come together somehow to make that so.

Mr. TURNER. Thank you.

Mrs. BIGGERT. Thank you. Mr. Gerretson and probably Mr.
Rasch, how vulnerable are home computer users? You mentioned
that the whole Internet is only as secure as the most vulnerable
link. Then after that, if after they surf the web and turn off their
modems, are there still risks to the system?

Mr. GERRETSON. I will take the first shot at that. The first an-
swer is if you are on a dial-up modem, you are vulnerable while
you are connected. Cable modems and DSL are widely becoming
available now. They are always on. I run a private network at my
house. I have a firewall. Every night I have probably six to eight
of what I call drive by shootings where somebody comes and just
tries out my system to see if they can get a hold of it.

The answer is they are very vulnerable. There is very little pro-
tection on them because it sits on there. Without that firewall, I
probably would have been one of what they call the zombie ma-
chines attacking Yahoo and would have never known it. As the
cable modems and the DSLs get more and more ubiquitously avail-
able, it is a huge problem.

Mr. RascH. I would mirror that. We did a study at Global where
we left a cable modem on at a home PC and simply tested it to see
how many times, without a firewall deliberately, to test to see how
many times it was attempted to be attacked. We found that in 1
month, almost 6,000 attempted attacks on a home PC.

What was interesting about that study, however, was the fact
that these attacks were coming from Eastern Europe, from Africa,
from Asia, as well as from the United States. So, these are coordi-
nated concerted attacks on any computer that they can find on the
Internet. That would include home PCs in the always-on mode;
particularly, those on DSL connections or cable models.

Mrs. BIGGERT. So, in theory, these really then could lead you
into, let us say, a Federal agency through those computers?

Mr. RASCH. Absolutely.

Mr. GERRETSON. That is right.
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Mrs. BIGGERT. OK. Then we talked in the first hearing about this
chart with the yellow bubbles at the top and sides representing the
executive branch, and then those organizations that also have a
stake-hold in the Federal computer security.

[The information referred to follows:]
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Mrs. BIGGERT. So, to me, it looks very similar to your chart, Mr.
Adams. The problem is that we have kind of a blank in the middle.
So, would you all agree that we need an outside coordinator to be
in control of this to coordinate all of our efforts?

Mr. GERRETSON. Well, ma’am, I would say that my first question
when I saw this chart and I was talking to Mr. Ryan about this
is, who is coordinating the coordinators? It seems to be somewhat
disorganized. I would like to make one little statement about that.
The one advantage that the Federal Government has is that they
know they are screwed up. We do a lot of commercial work.

If you get outside of the IA Groups, they do not even know they
are in trouble. So, yes, you are lagging behind, in some cases, but,
at least you know you are lagging behind. That is kind of contrary
in view, but there are advantages to what you are doing. This is
a problem.

Mr. RascH. What I see as the problem is a definition of function.
What we really need somebody to do is to say, not so much just
coordinate the efforts, but say, alright, testing. That is NIST. For
developing new technologies, that is somebody else. Basically, not
so much coordinating, but defining who has what roles. One of the
things that happened with the development of the Computer Emer-
gency Response Team at Carnegie Mellon, the CERT Team, it was
a wonderful idea, and remains a wonderful idea, and works very
well.

Now, we have dozens, and dozens, and dozens of computer emer-
gency response teams. The problem with that is it is like living in
a town that has 20 different 911 numbers. So, you run into a prob-
lem of who are you going to call. So, you need to really define the
functions first and then decide who is going to coordinate between
and among those functions.

Mrs. BIGGERT. This has been very interesting. Obviously, you
have heard the bells. We have another vote. So, I think that we
will have to adjourn at this time. We will be having several more
hearings. I know that we will be pursuing this more in-depth. I
agree with you that we are behind and we need to look at this
problem. I think that this has been a great start for this commit-
tee. So, I really appreciate you all participating and look forward
to asking more questions of you, I am sure, in the future when we
get into this.

So, without more, this committee hearing is adjourned.

[Whereupon, at 12:05 p.m., the subcommittee was adjourned.]
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